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Input and output constraints  
in model predictive control design 

Jozef Škultéty, Eva Miklovičová, Marián Mrosko 

Abstract 
Model predictive control represents the class of advanced control techniques widely 
applied in process industries. One of its main advantages is that it allows to incorpo-
rate the constraints of process variables into the control design procedure. The aim 
of this paper is to analyze how the input/output limits influence the control system 
performance and to show the performance improvement when the model predictive 
control is used.  

Key words: model predictive control design, generalized predictive control, input 
and output constraints, quadratic programming, real-time control 

 
Introduction  

Research in the area of control theory has brought a num-
ber of advanced control techniques that can be used to 
improve the control performances. Model predictive control 
(MPC) is well known control design approach, which makes 
explicit use of process model to predict the future process 
behavior and based on this prediction future control se-
quence minimizing the objective function is calculated [1]. 
The MPC popularity in both the research and industrial 
community is mainly due to its relatively simple time-domain 
formulation and good performance. As in practice all 
processes are subject to the input and output constraints, 
another important feature is that these constraints can be 
systematically incorporated into the design procedure.  

In predictive control design there are several tuning parame-
ters that influence the resulting closed loop performance 
and stability properties. In case of constrained input/output 
signals these tuning parameters can be chosen so as the 
constraints are not exceeded during the standard plant 
operation which on the other hand can deteriorate the per-
formances inside the operating range. If the constraints are 
taken into account in the control design procedure, the re-
sulting algorithm is more complex and time consuming.  

In the paper the bounds in the amplitude and in the slew 
rate of the control signal and limits in the output have been 
considered. Besides the simulations also the real time expe-
riments have been performed. To their realization the Mat-
lab environment together with the programmable logic con-
troller Simatic S7-200 have been used.  

The paper is organized as follows. First, standard GPC 
algorithm is briefly presented. Then its modification taking 
into account the process variables constraints is described. 
The properties of both control algorithms are analyzed using 
the simulation examples and the real-time control of a la-
boratory plant.  

1 Generalized predictive control 

Generalized predictive control (GPC) [2] is one of the most 
popular predictive algorithms based on the parametric in-
put/output process model. It is applicable to the wide class 
of processes including the instable or inversely instable 

processes or processes with unknown or variable time de-
lay. The GPC implementation is relatively simple and thanks 
to several control design parameters the control law can be 
tuned to specific applications.  

1.1 Plant model 

Consider that the process behavior can be described by the 
following CARIMA model 

 twtvdtuzBtyzA   )()1()()()( 11   (1) 

)()()()( 11 tzCtvzD  
 (2) 

where u(t) is the control signal, y(t) is the measured plant 
output, d denotes the minimum plant model time-delay in 
sampling periods, v(t) represents the external disturbances 
and ξ(t) is the random variable with zero mean value and 
finite variance. Of practical importance 11 1)(   zzD  
allows incorporating an integral action into the controller. For 
simplicity in the following the )( 1zC  polynomial is chosen 
to be 1. 

1.2 j-step ahead prediction 

The GPC control design procedure requires the calculation 
of the sequence of j-step ahead future values of the plant 
output (predictions) which are composed of the following 
two parts: 
 free response (depends on data available up to the time 

t, namely the past control signal and output values), 
 forced response (depends on the future control signal 

values that can be obtained by the minimization of the 
GPC control objective), 

while the elements that depend on the random disturbance 
ξ(t) are unpredictable and are omitted. The calculation of the 
j-step ahead output predictions necessitates the iterative 
solutions of the following Diophantine equations for 

phshj ,,  

)()()()(1 1111   zFzzEzDzA j
j

j  (3) 

)()()()( 1111 





  zHzzGzBzE dj
dj

djj  (4) 
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1.3 Standard control design 

The control objective consists of minimizing in a receding 
horizon sense the following cost function 

  ,,,, shchphtJ  

    
















ph

shj
shjtuzDjtytjtyE

212* )()()/(ˆ  (5) 

subject to 

0)()( 1  ituzD  for phich    (6) 

sh, ph and ch are positive scalars defining the starting hori-
zon, prediction horizon and control horizon,   is 
a nonnegative control weighting scalar.  tjty /ˆ   denotes 
the j-step ahead prediction of y(t) based on the data availa-
ble up to time t and  jty *

 is the future reference value 
which is supposed to be known. 

The GPC control design consists in performing the following 
three steps: 
 compute the j-step ahead output predictions  tjty /ˆ   

for phshj ,, , 
 minimize with respect to the future control signal se-

quence the objective function (5) - (6), 
 only the first component out of this sequence is used for 

control 

        


 
ph

shj
j jtytjtytuzD *

0
1 /  (7) 

where the coefficients j  depend on the solutions of Dio-
phantine equations (3) – (4).  

The whole process is repeated in the next sampling period. 

The control law (7) may be implemented using the standard 
pole-placement control structure (depicted in Fig. 1) 

             tyzTtyzRtuzDzS *1111    (8) 

The polynomials )( 1zR , )( 1zS  and )( 1zT  need to be 
calculated only once before the control law implementation 
and for the control signal calculation at the time t only the 
output and control signals available up to the time t as well 
as the reference value  ty*  are necessary. The orders of 

)( 1zR , )( 1zS  and )( 1zT  polynomials are given by orders 
of the plant model numerator and denominator and their 
coefficients depend on the plant model parameters as well 
as on the choice of the tuning parameters sh, ph, ch and  . 

 
Fig. 1 Control scheme 

1.4 Control design taking into account the input/output 
constraints 

In practice all process variables (process output, control 
signal) are subject to constraints. Constructive, safety or 
environmental reasons and sensor scopes can cause the 
limits on the process variables. If these constraints are not 

taken into account in the control design but they are active 
during the control implementation, it can lead to deteriora-
tion of the control performances or to instability. 

For this reason it is reasonable to introduce the constraints 
into the function to be minimized. Normally, bounds in the 
amplitude and in the slew rate of the control signal and limits 
in the output are considered 

  1,,1,0/ maxmin  chjutjtuu   (9) 

  1,,1,0/ max  chjutjtu   (10) 

  phjytjtyy ,,1,0/ˆ maxmin   (11) 

By adding the constraints (9) – (11) to the objective function 
(5) - (6) the minimization becomes more complex, so the 
solution can not be obtained explicitly as in the uncon-
strained case and the control law can not be expressed in 
the simple RST form (8). The quadratic programming (QP) 
methods have to be used to solve this optimization problem. 
The numerical optimization is carried out each sampling 
instant and the obtained optimal value of u(t) is sent to the 
process. In the following this control design will be denoted 
as GPC QP. 

1.5 Implementation 

Implementation of standard GPC control law (8) not consi-
dering the input/output constraints in the design procedure 
is very simple. As it has already been mentioned, the calcu-
lation of the polynomials )( 1zR , )( 1zS , )( 1zT  necessi-
tates the recursive solution of Diophantine equations (3) – 
(4) which can represent a great amount of calculations es-
pecially in case of large prediction horizons, but these calcu-
lations are performed offline before the control application. 
The control signal in each sampling instant is computed as a 
linear combination of past output and control signal values, 
current output value and the reference value.  

GPC QP implementation needs the calculation of the 
process free response which has been realized using the S-
function. The computational effort is much higher comparing 
to the implementation of the standard constraint-free control 
law because the solution of the QP optimization problem 
has to be found each sampling instant.  

2 Case study 

In order to evaluate the influence of the input/output con-
straints on the control performance the simulation of simple 
cylindrical tank depicted in Fig. 2 has been performed. The 
tank parameters are given in Table 1. The tank is a nonli-
near system whose time constant and gain vary considera-
bly throughout the operating range. 

 
Fig. 2 Cylindrical tank 
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The controlled variable is the liquid height h and the control 
variable is the inlet flow rate 1Q  with the operating range 
from 0 to 0.04 m3/s. The outlet flow rate 2Q  depends on the 
liquid height according to the Torricelli’s law. The control 
objective is to follow the changes of liquid height reference 
value as well as to reduce the effect of disturbance 
represented by the additional inlet flow rate 3Q  subject to 
the input/output constraints as well as changing plant dy-
namics caused by the operating point changes. 

21 mS   2
0 100 cmS   

62,0  31000  mkg  

281,9  smg  mh 2max   

Tab. 1 Tank parameters 

For the control design purposes the following model of the 
liquid height dynamics has been identified around an operat-
ing point given by mh 5.00   with the sampling time 

sTs 10   

 
18297.0

772.8
1-

-1
1




z
zzGs  (12) 

2.1 Constraints of the control signal amplitude 

In this section, three simulations have been performed to 
evaluate the influence of the control signal amplitude limits 
on the closed loop performance. 

2.1.1 First simulation – standard GPC 

First the standard GPC controller has been designed based 
on the plant model (12) using the following values of the 
control design parameters: 
 ,3ph  
 ,1ch  
 .0ro  

Setting the prediction horizon to small value results in fast 
controller response manifested by large liquid height over-
shoot. If the calculated control signal – the inlet flow rate 1Q  
– exceeds its limits, it is truncated to the corresponding 
limiting value, which, as a consequence, leads to the worse 
control performances. If the control law includes an integra-
tor, the calculated control signal will continuously rise al-
though its real implemented value is constant and equal to 
the limiting value. This behavior is known as the wind-up 
effect. 

The influence of the control signal magnitude constraints on 
the control performances can be seen in Fig. 3. The addi-
tional inlet flow rate Q3 = 0,017 m3 s-1 acts as a disturbance 
from the time 850 s. The blue line shows the simulation 
results of the unconstrained case (i.e. constraints are not 
active), while the simulation results where the control signal 
has been truncated to its limiting values are represented by 
red line. 

2.1.2 Second simulation – standard GPC with modified 
parameters 

To avoid the undesirable effects of the control signal trunca-
tion the control tuning parameters have been chosen so as 
the calculated control signal do not exceed given constraints 
during the standard operation 

 ,15ph  
 ,1ch  
 .200ro  

The simulation results (blue line) compared to the first simu-
lations results (red line) are in Fig. 4.  

 
Fig. 3 First simulation results 

 
Fig. 4 Second simulation results 
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It can be seen that in the second simulation the wind-up 
effect has been eliminated, but the settling time has been 
much longer (for the liquid height reference value step 
change from 0.5 m to 1 m it has been about 90 s, while in 
the first simulation approximately 27 s). 

2.1.3 Third simulation – GPC QP 

In the third simulation the GPC QP has been used where 
the following input and output constraints have been taken 
into account: 
 13

min 0  smu , 

 13
max 04,0  smu , 

 my 0min  , 
 my 2max  . 

13
10 0194.0  smQ  is the input flow rate in operating point 

corresponding to the liquid height 0.5 m. The control signal 
slew rate limit has not been considered. The incorporation of 
these bounds into the control design procedure results in 
such control signal that will not violate its amplitude limits 
and at the same time the calculated control signal will not 
give rise to the output outside its operating range.  

In the following the GPC QP control performances are com-
pared to those obtained using the standard GPC. In order to 
achieve the fast controller response the control tuning pa-
rameters of both controllers have been set to the same 
values as in the first simulation in section 2.1.1. The simula-
tion results are in Fig. 5. It can be seen that the GPC QP 
preserves the fast controller response while respecting 
given input/output constraints, so the calculated control 
signal does not need to be truncated. 

 
Fig. 5 Third simulation results 

For the liquid height reference step change from 0.5 m 
to 1 m the GPC QP settling time is slightly worse than that 
of standard GPC. On the other hand, when the reference 
value changes from 1 m to 1.5 m, the output response using 

the GPC QP controller is much better (both the settling time 
and the maximal overshoot) than the output response ob-
tained using the standard GPC controller. 

If the control tuning parameters are chosen as in the second 
simulation, the performances of both standard GPC and 
GPC QP controllers are identical. 

2.2 Constraint of the actuator slew rate 

In this section, the influence of the actuator slew rate is 
investigated. For this purpose a simulation model of the 
valve has been created.  

Two simulations have been performed. For both simulations 
the input constraints have been set to the following values: 
 13

min 0  smu , 

 13
max 04,0  smu , 

 13
max 01,0  smu . 

2.2.1 Fourth simulation – standard GPC 

In the fourth simulation the standard GPC controller has 
been used. The control tuning parameters have been set to 
the same values as in section 2.1.1.  

The obtained simulation results (blue line) compared to the 
first simulations results (red line) are in Fig. 6. It can be seen 
that the actuator slew rate limit significantly deteriorates the 
controller tracking capability. 

Fig. 6 Fourth simulation results 

The comparison of the calculated and actually applied flow 
rate can be seen in Fig. 7. Note that if the control tuning 
parameters are chosen as in section 2.1.2, the influence of 
the actuator slew rate constraint on the control performance 
is low. 
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Fig. 7 Fourth simulation results –calculated and applied 
flow rate  

2.2.2 Fifth simulation – GPC QP 

In this simulation the GPC QP controller has been used with 
the same control tuning parameters as in section 2.1.3. 
Moreover, the maximal possible value of the actuator slew 
rate has been introduced:  
 13

max 01,0  smu . 

The simulation results (blue line) compared to the third si-
mulations results (red line) are in Fig. 8. It can be seen that 
if the control signal slew rate constraints are taken into ac-
count in the control design procedure then only slight slow-
ing down of the tracking capability occurs. 

 

 
Fig. 8 Fifth simulation results 

3 Experimental evaluation  

The effectiveness of the GPC QP controller has also been 
evaluated by real-time control of a cylindrical laboratory tank 
depicted in Fig.9. The control signal is the inflow servo valve 
opening and the output is the liquid height measured by a 
pressure sensor. The outflow servo valve opening has been 
used to generate a disturbance. The servo valves are go-
verned by voltage 0 – 10 V. The pressure sensor range is 
also 0 – 10 V. 

 
Fig. 9 Cylindrical laboratory tank 

The control signal has been calculated in PC and imple-
mented using the programmable logic controller (PLC) Si-
matic S7-200. For communication between PC and PLC the 
OPC (OLE for Process Control) communication standard 
has been used [3]. This standard defines methods for ex-
changing real-time automation data between PC-based 
clients using Microsoft operating systems [4]. The control 
scheme is shown in Fig. 10. 

The following model of liquid height dynamics has been 
identified around an operating point 4.5 V with the sampling 
time sTs 1  

 
21

21
1

0,917   1,916- 1
0,0032910,002254-











zz
zzzGR  (13) 

The control design parameters have been set for both stan-
dard GPC and GPC QP controllers to the same values 
 ,30ph  
 ,2ch  
 ,10ro  

and the input constraints are the following 
 Vu 0min  , 
 Vu 10max  , 
 Vu 1max  . 

The real-time control results are in Fig. 11. For the liquid 
height reference step change from 3 V to 5.5 V the over-
shoot of the liquid level obtained with the GPC QP controller 
is considerably less then that obtained with the standard 
GPC. After the next liquid height reference step change to 
3 V, when the standard GPC control signal does not violate 
the limits, the performances of both controllers are equiva-
lent. In order to evaluate the regulation capability the distur-
bance in the form of the outflow valve closing has been 
introduced at time 450 s and after 200 s the valve returned 
to its original position. 
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Fig. 10 Control scheme 
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Fig. 11 Real-time control results 

Conclusion 

Model predictive control represents a family of advanced 
control methods which are popular in both the research and 
industrial community. In this paper two generalized predic-
tive control design strategies have been compared: the 
standard one and the modification taking into account the 
input/output constraints. It can be concluded from the simu-
lations as well as from the real-time experiments that the 
incorporation of the process variables limits into the control 
design procedures leads to improvement of the control sys-
tem performances although, on the other hand, the imple-
mentation of this algorithm is more complex and time-
consuming. 
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Robust controller design methods 
for the laboratory model 
of DC motor  

Mária Hypiusová, Slavomír Kajan 

Abstract  
The paper deals with comparison of robust controller design methods for uncertain 
SISO systems. The controller designed using the Kharitonov systems and Bode 
characteristics guarantees required phase margin, and the controllers designed 
using the Edge Theorem and Small Gain Theorem guarantee the required degree of 
stability. Practical application is illustrated by the robust controller design for a DC 
motor with various parameters. 

Keywords: Robust Control, Kharitonov Theorem, Edge Theorem, Small Gain Theo-
rem 

 
Introduction 

For many real processes, a controller design has to cope 
with the effect of uncertainties which very often cause 
a poor performance or even instability of closed-loop sys-
tems. The reason for that is a perpetual time change of 
parameters (due to aging, influence of environment, working 
point changes etc.), as well as unmodelled dynamics. The 
former uncertainty type is denoted parametric uncertainty 
and the latter one dynamic uncertainty. A controller guaran-
teeing closed-loop stability under both these uncertainty 
types is called a robust controller. A lot of robust controller 
design methods are known from the literature [1, 2] in the 
time-as well as in the frequency domains. 

In this paper three approaches to robust controller design 
have been applied for three working points of a DC motor 
with varying parameters. The first method is based on the 
Kharitonov systems and Bode diagram for interval model. 
This controller guarantees the required phase margin. The 
second approach is accomplished with the Edge Theorem 
and the Neymark D-partition method for the affine model. 
The last controller design method is based on the Small 
Gain Theorem considering uncertain system model with 
additive uncertainty. For the second and third methods, the 
designer can specify a required closed-loop stability degree. 

1. The laboratory model of a DC-motor  

The laboratory model of a DC-motor in Fig. 1 consists of two 
co-operating real DC servomotors, where the first one is 
connected as a motor and the other one as a generator.  

In our paper, manipulated variable is the input voltage of DC 
motor and controlled variable is the speed, however, only 
output voltage of generator has been considered. The me-
chanical interconnection is realised through inertia load and 
spring. Power supply, measurement of signals and motor 
control are supplied by motor electronics. In electronics, 
there is a RC component connected to the input of motor to 
enable changing the time constant and gain of controlled 
system. System dynamics parameters can be tuned with a 
potentiometer. The measured voltage value of potentiome-

ter is a variable called Upar. The motor input variable UIn 
ranges within the interval 0 – 10 [V]. The motor output vari-
able Uout is velocity ranging between 0 – 10 [V].  

For interconnection of the controlled process with the com-
puter and software LABREG for identification and control of 
real process [3], the Advantech data acquisition card of type 
PCI 1711 is used. 

The focus of this paper is to show robust PID controller 
design to control angular velocity for selected area specified 
by several working points. For three working points (jump up 
and jump down) the identified models have been used to 
design of robust controllers.  

 

 
Fig. 1 The laboratory model of a DC motor with princip-

ial scheme 

DC - motor  Uin 

 Upar 

 Uout 
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2. Robust controller design 

2.1 The Kharitonov systems 

Consider the controlled system identified in three working 
points. Comparing coefficients of equal powers of „s” of the 
three transfer functions we obtain intervals for the coeffi-
cients as follows 

iii bbb ,  and jjj aaa ,     

for mi ,1,0 ; nj ,...,2,1  (1) 

where nmba mn  ;0;0 . 

Hence, interval polynomials of the system numerator and 
denominator respectively are given  

    mibbbsbbsBs iii
m

m ,,1,0,,,: 0  N  (2) 

    niaabsaasAs iii
n

n ,,1,0,,,: 0  D  (3) 

The interval system is defined in the form 

   
           









 sssAsB
sA
sBs DN ,,:G  (4) 

Consider  sI  to be the set of closed-loop characteristic 
polynomials of degree n for the interval systems (4) 

      n
nspspsppsBsAsp  ...2

210  (5) 

where 000 , ppp  , 111 , ppp  , ..., nnn ppp , . 

Such a set of polynomials is called interval family and we 
refer to  sI  as to interval polynomial. The necessary and 
sufficient condition for the stability of the entire family is 
formulated in the Kharitonov Theorem. 

 

Theorem 1 (Kharitonov Theorem) 

Every polynomial in the family  sI  is stable if and only if the 
following four extreme polynomials are stable: 

   pspspspsppsK ...4
4

3
3

2
210

1  (6) 
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3
3
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210
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   pspspspsppsK ...4
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3
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3
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210

4   

 

If the coefficients pi vary dependently, the Kharitonov Theo-
rem is conservative. In such a case we can use the set of 
Kharitonov systems as follows: 













 4,3,2,1,:
)(
)()( ji

sK
sKs j

A

i
B

KG  (7) 

where )(sK i
B , i = 1,2,3,4 and )(sK j

A , j = 1,2,3,4 denote the 
Kharitonov polynomials associated with N(s) and D(s), re-
spectively. 

 

Theorem 2  

The closed loop system containing the interval plant G(s) is 
robustly stable if and only if each of the Kharitonov systems 
in )(sKG  is stable.  

 

According to Theorem 2, the controller is to be designed for 
the „worst“ Kharitonov systems (i.e. with the least phase 
margin). Standard methods can be applied to the controller 
design, e.g. Bode characteristics to guarantee performance 
in terms of the required phase margin [4]. 

2.2 Robust Controller design using the Edge Theorem 

If a part of plant coefficients vary dependently, then it is 
better to use the affine model of the plant in the form: 

   
 

   

   







p

i
ii

p

i
ii

qsasa

qsbsb

sA
sBsG

1
0

1
0

  (8) 

where iii qqq ,  are uncertain coefficients. The coeffi-

cients depend linearly on uncertain parameter vector 
 p

T qq ,...,1q ; the parameters qi vary within a p - dimen-
sional box  

 piqqq iii ,...,1,,:  qQ . (9) 

If we vary parameters 
ii qq   or ii qq   then is possible to 

obtain p2  transfer functions with constant coefficients; 
inserting them to the vertices of a p - dimensional polytope, 
the transfer function (8) describes a so-called polytopic 
system.  

Consider the controller transfer function in the form 

   
 sF
sFsGR

2

1  (10) 

where F1(s) and F2(s) are polynomials with constant coeffi-
cients. Then the characteristic polynomials with the poly-
topic system are  

                  sFsasFsbqsFsasFsbsp ii
p

i
i 21

1
2010, 


q

 (11) 

or in a more general form 

     


p

i
ii spqspsp

1
0,q  Qiq  (12) 

 

Theorem 3 (Edge Theorem) 

The polynomial family (12) is stable if and only if the edges 
of Q are stable.  

 

A simple stability analysis method for families of polynomials 
(edges of Q) is given in the following theorem. 

 

Theorem 4 (Bialas) 

Let  a
nH  and  b

nH  be the Hurwitz matrices of  
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an
n

anaaaa

bn
n

bnbbbb

pspspsppsp

pspspsppsp
 (13) 

respectively. The polynomial family  

          1,0,1,   spspQsp ba  (14) 

is stable if and only if:  

1)  spb  is stable 

2) the matrix     a
n

b
n HH

1
 has no nonpositive real eigenval-

ues.  

 

Using the Edge Theorem, the controller is designed for the 4 
vertices of the polytopic system, e.g. using the Neymark D-
partition method that guarantees required closed-loop stabil-
ity degree. Then, stability of each edge of the box Q is 
checked by e.g. the Bialas Theorem. If any of the edges is 
unstable, new controller coefficients are to be designed. 

2.3 Robust controller design using the Small Gain Theo-
rem 

Consider a perturbed plant with unstructured additive uncer-
tainties in the form 

     sGsGsG nomp   (15) 

where  sGnom  is the nominal model and  sG  are additive 
uncertainties. 

The nominal model can be obtained e.g. by N identifications 
of the plant (in N working points) by taking mean values of 
the nominator and denominator coefficients, respectively: 

      
     NsAsA

NsBsBsG
N

N
nom /...

/...

1

1



  (16) 

For each   the uncertainties are found by substituting 
  js  where   is the required stability degree: 

     






jspnom sGsGG

i
max  for Ni ,...,1  (17) 

 

Theorem 5 (Small Gain Theorem) 

Assume that the open-loop system is stable. The closed-
loop system is stable if and only if the open-loop magnitude 
satisfies 

    1 jGjG pR  for  ,0  (18) 

  

 

Theorem 6  

Consider an auxiliary characteristic polynomial in the form 

   
 sG
sGsF

nom
URO


1  (19) 

where      
   sGsG

sGsGsF
Rnom

Rnom
URO 


1

. (20) 

Assume that the open-loop system (nominal model and 
controller) and the auxiliary characteristic polynomial (19) 
are stable. Then closed-loop characteristic polynomial 

     sGsGsp Rp 1  with unstructured additive uncertainties 
(15) is stable if and only if the following condition holds: 

 
 

 

 




 0
1 M

jG
G

jF
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URO 



  for  ,0  (21) 

 

  

Condition (21) is verified graphically. The robust controller 
design using Small Gain Theorem is realized in the following 
steps: 

1. Specify the closed – loop system magnitude correspond-
ing to the transfer function:  

     
   sGsG

sGsGsW
Rnom

Rnom



1

  (22) 

If the nominal model is of second order then  
1
1





bs
assW  

and    
     sGsWsG

sWsG
nomnom

R 
  is a PID controller. 

2. Choose the numerator of  sW  equal to the numerator of 

nomG . 

3. Choose ab   and design the robust controller so that 
(21) is satisfied. 

3 Design of robust controller for the DC mo-
tor laboratory model 

Consider the transfer functions of a DC motor obtained by 
identification in three working points: 

WP1:  manipulated variable 5.2u  [V];  

 regulated variable 85.2y [V]; load 2z [V] 

 „jump up“:  
117.1036.2
605.12464.0

21 




ss
ssG

up  

„jump down“:  
551.1882.2
139.22626.0

21 




ss
ssG dp  

WP2:  5u  [V]; 8.6y  [V]; 2z [V] 

„jump up“:  
217.1087.2

791.1212.0
22 




ss
ssG up  

„jump down“:  
192.1359.2
723.11539.0

22 




ss
ssG dp  

WP3: 5u  [V]; 8.5y  [V]; 5z [V] 

„jump up“:  
831.1577.2
543.23675.0

23 




ss
ssG up  

„jump down“:  
885.1496.4
598.22058.0

23 




ss
ssG

dp  

3.1 Robust controller design using Kharitonov systems 

The Kharitonov approach uses the interval model: 

   
  11

2
2

01






sasa
bsb

sA
sBsGp  
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where 1.4717 1.3782,0 b , 0.10918-0.30197,1 b , 

2.38511.7149,1 a , 0.89526 0.5305,2 a . 

Consider controller design for required phase margin 
][65  z  and the phase added by PI controller 

][30 r . We have designed a robust PI controller for the 
worst Kharitonov system (with the least phase margin) using 
Bode characteristics in the form 

  









sT
KsR

i

11  

where the gain 85941.0K  and the integration time con-
stant ][0758.2 sTi  . 

3.2 Robust controller design using the Edge Theorem 

The Edge Theorem based approach uses the polytopic 
model: 

       
      22110

22110
qsaqsasa
qsbqsbsbsGp 


  

where: 

  .1945228665.00  ssb ,   1.5512915.32
0  sssa , 

  .496500.02595s1 sb ,   384.023.11  ssa , 

  093.00.10682  ssb ,   05.00255.02  ssa , 

qi  - uncertain coefficients, 

required degree of stability: 5.0  

The robust PID controller  sGR  has been designed in 4 
vertices of the polytopic system by Neymark D-partition 
method:  

  







 sT

sT
KsG d

i
R

11  

where the gain 3.1K , the integration time constant 
][3.1 sTi   and the derivative time constant 

][30769.0 sTd  . For each edge of the box Q, stability was 
verified using the Bialas Theorem - all eigenvalues of the 
Bialas matrices were not nonpositive real, therefore, the 
closed-loop with polytopic systems and robust controller is 
stable and the achieved degree of stability in 4 vertices is 

5226.0 . 

3.3 Robust controller design using Small Gain Theorem 

The Small Gain Theorem based approach uses the uncer-
tain model with additive uncertainties.  

The nominal model:  
501.1266.3

1015.22607.0
2 




ss
sGnom , 

uncertainty for the required degree of stability 4.0  is 
depicted in Fig. 2.  

For the desired transfer function:  
1

112405.0





bs
ssW , we 

have designed a robust PID controller with following coeffi-
cients: 

b = 0.7, 886.1K , ][1758.2 sTi  , ][3062.0 sTd   

Robust stability condition (21) was satisfied (see Fig. 3.). 

 
Fig. 2  G  - versus -  plot  

 
Fig. 3 Robust stability condition for SGT 

3.4 Verification of robust controller for the DC motor 
laboratory model 

Figures 4, 5 and 6 show closed-loop step responses in the 
three working points under designed robust controllers.  

 
Fig. 4 Step responses in the first working point   

 
Fig. 5 Step responses in the second working point   
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Fig. 6 Step responses in the third working point   

Conclusion 

The paper deals with application of three robust controller 
design methods to a laboratory model of a DC motor. The 
presented methods are based on robust stability analysis 
results of Kharitonov systems, and guarantee robust stability 
of the interval system specified by three working points with 
jump up and jump down. For the considered system, the 
Edge Theorem based method proved to be the best ap-
proach. This method and the Small Gain Theorem based 
method guarantee the required closed-loop stability degree. 
The results obtained by verification on DC motor with vary-
ing parameters prove the effectiveness of the proposed 
approaches. 
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Robust controller design using 
genetic algorithm 

Slavomir Kajan, Mária Hypiusová 

Abstract 
This paper deals with the robust controller design using genetic algorithm for 
uncertain SISO systems. The genetic algorithm represents an optimisation 
procedure, where the cost function to be minimized comprises the closed-loop 
simulation of the controlled process and a selected performance index evaluation. 
Using this approach, the parameters of the PID controller were optimised in order to 
obtain the required behaviour of the controlled process. The presented approach is 
illustrated by the robust controller design for a nonlinear system with one uncertain 
parameter. 

Key words: robust controller, genetic algorithm (GA) 

 
Introduction 

For control of non-linear dynamic systems with uncertain 
parameters usually robust or adaptive controllers are used. 
In this paper, robust controller design approach using 
genetic algorithm have been applied for nonlinear system 
with one uncertain parameter, which is considered in 
several working points. The genetic algorithm represents an 
optimisation procedure, where the minimization of cost 
function comprises the closed-loop simulation of the control 
process and a selected performance index evaluation. 
Control performance indices corresponding to robust 
controllers designed for several required closed-loop 
stability degree are compared in several working points. 

 
1. PID controller design using GA 

As mentioned above, the aim of the control design is to pro-
vide required static and dynamic behaviour of the controlled 
process. Usually, this behaviour is represented in terms of 
the well-known concepts referred in the literature: maximum 
overshoot, settling time, decay rate, steady state error or 
various integral performance indices [1, 5, 7]. 

Without loss of generality let us consider a feedback control 
loop (closed-loop) (Fig.1), where angular velocity y is the 
regulated variable, input voltage u is the manipulated 
variable, w is the reference variable of angular velocity and 
e is the control error (e=w-y). 

 
Fig.1 The control loop simulation scheme 

The controller design principle is actually an optimization 
task - search for such controller parameters from the de-
fined parameter space, which minimize the performance 
index. The cost function (fitness) is a mapping RnR, where 
n is the number of the designed controller parameters. The 

cost function can be represented by a sum of absolute con-
trol errors (SAE) in the following form:  

 


N

i ii
N

i i yweJ
11

  (1) 

where w is reference variable, y is controlled output, e is 
control error and N is number of samples. Fitness is repre-
sented by the cost function or in the case of control, by the 
modified cost function, which can be penalized for example 
by derivation of process output y or by overshoot of process 
output or by saturation of control action u. 

The evaluation of the cost function consists of two steps. 
The first step is the computer simulation of the closed-loop 
time-response, and the second one is the performance in-
dex evaluation. 

Genetic algorithms are described in e.g. [1-8] and others. 
Each chromosome represents a potential solution, which is 
a linear string of numbers, whose items (genes) represent in 
our case the designed controller parameters. Because the 
controller parameters are real-valued variables and in case 
of complex problems the number of the searched parame-
ters can be large, real-coded chromosomes have been 
used. 

Without loss of generality let us consider a PID controller 
with feedforward structure, described in the continuous time 
domain by the equation (2), where P, I, D are controller pa-
rameters and t is a time. 

     
dt
tdeDdtteItePtu

t
.)(..

0
    (2) 

The searched PID controller parameters are PR+, IR+, 
DR+. The chromosome representation in this case can be 
in form ch={P, I, D}. 

A general scheme of a GA can be described by following 
steps (Figure 2):  

1. Initialisation of the population of chromosomes (set of 
randomly generated chromosomes). 

2. Evaluation of the cost function (fitness) for all chromo-
somes. 

3. Selection of parent chromosomes. 
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4. Crossover and mutation of the parents  children. 

5. Completion of the new population from the new children 
and selected members of the old population. Jump to the 
step 2.  

 
Fig.2 Block diagram of the used genetic algorithm 

A block diagram of a GA-based design is in Figure 3. Before 
each cost function evaluation, the corresponding 
chromosome (genotype) is decoded into controller 
parameters of the simulation model (phenotype) and after 
the simulation the performance index is evaluated. 

 
Fig.3 Block diagram of the GA-based controller design 

2. Robust controller design using GA 

2.1 Design in fixed defined working points 
Consider c = {c1, c2, … , cq} to be the set of designed con-
troller parameters and let s = {s1, s2, … , sr} is the set of 
parameters of the controlled system. During the operation of 
the plant, the parameters si can vary within some uncer-
tainty domain 

risssS iii ,...,2,1 ;  : max,min,    (3) 
where si,min and si,max are the minimum and maximum possi-
ble values of the i-th system parameter, respectively. Con-
sider W different (physical) working points of the controlled 
process, defined by different vectors s, which are to be con-
trolled by the robust controller. For that case consider the 
cost function in the additive form 





W

i
iJJ

1
  (4) 

comprising performance evaluation (for instance (1)) in all W 
working points. It is also recommended to include the 
measured noise from the real system or other possible dis-
turbances or expected situations in the simulation model. 
Note, that alternatively to the set of W defined physical 
working points we can use a set of 2r system parameter 
vectors located in the vertices of a polytope representing 
bounds of the parameter space S [3, 7]. 
 

2.2 Random generating of working points 
Alternative to the previous method, the following method 
can be considered [8] for the working points selection. In 
each generation of the GA, n random working points (for all 
chromosomes of the population the same ones) are gener-
ated i.e. n vectors (say n=100) of system parameters s be-
come random values from the domain S. For each individual 
of the population the fitness function is calculated using the 
performance index (1). In the next generation other n ran-
dom parameter vectors are generated. In each generation 
the cost function evaluation is as follows: 
1. random generation of n system parameter vectors s 
(working points), 
2. closed-loop simulation and evaluation of the performance 
index for each individual and each working point, 
3. evaluation of the cost function (4) for each individual. 

3. Examples of robust PID controller design 
using genetic algorithm 

Testing of performance of selected nonlinear system with 
the designed robust PID controller has been realized using 
simulation in Matlab Simulink. For the testing purposes, we 
have used simulation model of nonlinear dynamic system 
described by following differential equation: 

01.0510 2''''''  auayyyyy   (5) 

where 0,5 < a < 5 is measurable varying parameter, u is 
input to the system and y is output from the system.  

The above nonlinear system has nonlinear static character-
istic and dynamics of the system changes according to 
working point (WP), where the range of system input is from 
0 to 25. Step responses of the system for different step 
changes of system input u, when a = 2.5 are depicted in Fig. 
4.  
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Fig. 4 The step responses of system (5), for a = 2.5 
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Fig. 5 The step responses of system (5), when u is 

changing from 0 to 10 
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Step responses of system (2) for step change of system   
input u from 0 to 10 for different values of parameter a are 
depicted in Fig.5. 
In Matlab environment, we used simulation scheme (Fig. 1), 
which consists of PID controller and model of system (5). 
For evaluation of the performance index for each individual 
working point, closed-loop simulation using this scheme was 
used. 
Robust PID controller has been designed using genetic 
algorithm for several working points of the system: from a = 
0.1 to a = 5 and from y = 0.2 to y = 1.8. Range of the search 
space for controller parameters has been selected as: P = 
<0; 200>, I = <0; 10> and D = <0; 200>.  

For the design of PID controller parameters using GA, two 
groups with 25 and 100 randomly generated working points 
(Fig. 7) and two groups of fixed defined working points (Fig. 
6) were used: 

 4 extreme working points from defined space of system 
parameters 

 25 equally placed working points from defined space of 
system parameters  
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Fig.6 Defined working points of system  
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Fig.7 Randomly generated working points of system  
 
Consider that the GA finds the optimal (sub-optimal) solution 
in the user-defined search space of controller parameters, 
where these optimal PID controller parameters for several 
working points (Fig.6 and Fig.7) are shown in Tab.1.  
The proposed Statistical robustness measure (SRM) quanti-
fies statistical evaluation of a set of closed-loop simulation 
experiments (in our case 1200) with randomly generated 
working points from the uncertainty space S. The SRM can 
be expressed by a scalar value calculated as 





N

i
iJN

SRM
1

1   (6) 

where N is the number of closed-loop simulation experi-
ments and J is a selected performance index (1). Working 
points for testing the designed PID controllers are displayed 
in Fig. 8. 
Time responses of the controlled variable and reference 
value for 4 extreme working points of the system for 
designed PID controllers are shown in Fig. 9, the results for 
other choices of working points are in Fig.10 and 11. 
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Fig.8 Randomly generated 1200 working points of 

system for testing control performance   
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Fig.9 Time responses of the controlled variable and 

reference value for 4 extreme working points  
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Fig.10 Time responses of the controlled variable and 

reference value for 100 random working points  
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Fig.11 Time responses of the controlled variable and 

ref. value for 25 equally placed working points 
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Method P I D SRM 
4 WP 82.6789 3.8416 192.761 0.2970 

25 equally 
placed WP 

74.2669 5.8959 98.4345 0.2177 

25 random WP 56.8388 6.2724 82.2015 0.2405 
100 random WP 55.6419 6.4148 70.4997 0.2310 
Inverse dynamic 25.2144 2.5290 0.6322 99.7321 

Tab.1 The PID controller parameters designed through 
several methods 

Results for robust controller were compared with those for 
PID controller designed for nominal parameters: a=2.5 and 
controlled variable y=1. For the design of PID controller, 
inverse dynamic method [9] was used. The linearized 
system model for a=2.5 and y=1 was identified using 
genetic algorithm, where transfer function of linearized 
system is  

 
1529.2583.3

1003.0
2 


ss

sG   (7) 

where system poles are ip 3931.03529.02,1  . 

For system transfer function (7) PID controller parameters 
were designed (Tab.1), using inverse dynamic method. The 
respective time responses of the controlled variable and 
reference value for 4 extreme working points are depicted in 
Fig.12. This controller does not guarantee the stability for all 
working points.   
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Fig.12 Time responses of the controlled variable and 

reference value for inverse dynamic method 

Conclusion 

The main aim of this paper has been to design a robust PID 
controllers using genetic algorithm for nonlinear system with 
uncertain parameters. The presented method is based on 
genetic algorithm, where a fitness is evaluated as a sum of 
performance indices in all working points. Using genetic 
algorithm the parameters of the PID controller were 
optimised in order to achieve the required behaviour of the 
control process. The results obtained by verification on 
nonlinear system with various parameters show the 
effectiveness of the proposed method.  
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Cluster analysis using  
Self-Organizing Maps 

Slavomir Kajan, Miloš Lajtman, Zuzana Dideková 

Abstract 
This paper deals with the Kohonen Self-organizing maps for cluster analysis applica-
tions. The cluster analysis represents a group of methods whose aim is to classify 
the objects into clusters. For solving the cluster analysis applications, there have 
been used many new algorithms using neural networks. This paper deals with the 
use of an advanced method of neural network represented by Kohonen self-
organizing maps for cluster analysis. There have been presented example of one 
case study for cluster analysis in software Matlab.  

Key words: cluster analysis, Self-organizing maps (SOM), Kohonen network 

 

Introduction  

The cluster analysis represents a group of methods whose 
aim is to classify the objects into clusters. This paper deals 
with the use of an advanced method of neural network rep-
resented by Kohonen self-organizing maps for cluster 
analysis. The basic principle of their function is cluster 
analysis, i.e. ability of algorithm, network, to find out certain 
properties and dependencies just in the offered training data 
without presence of any external information. The idea of 
just network structure self-organizing has been formed for 
the first time at the beginning of seventies by von der Mals-
burg and later has been followed by Willshaw. All of their 
works from that time are characteristic with orientation to 
biological knowledge, mainly from the field of neuron and 
cerebral cortex research [4, 6, 7]. 

1. Kohonen neural network 

The basic idea of Kohonen network emanates from knowl-
edge, that brain uses inner space data representation for 
storing information. At first, data received from the environ-
ment are transformed to vectors which are encoded to the 
neural network. 

The extension of competitive learning rests on the principle 
that there are several winners permitted. The output from 
such NN is geometrically organized to the some arrange-
ment, e.g. abreast, or to the rectangle and thus there is a 
possibility of neighbour identification. This layer is called 
Kohonen layer. Number of inputs entering to the network is 
equal to the input space dimension. On the Figure 1, the 
topology of Kohonen network with 2 inputs is depicted. 

The neuron structure in Kohonen network is different from 
the neuron structure in perceptron network. Number of in-
puts entering to the neuron is equal to the number of inputs 
entering to the Kohonen network. The weights of these 
inputs serve for the encoding of patterns, which represent 
submitted patterns as well as in the case of perceptron. 
These neurons don’t have actual transfer function. The only 
operation, which neuron executes is calculation of distance 
(error) d of submitted pattern from pattern encoded in the 
weights of given neuron according to the equation: 
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where N is a number of submitted patterns, xi(t) are individ-
ual elements of input pattern and wi(t) are appropriate 
weights of neuron which represent the encoded patterns [4, 
6, 7]. 

 
Fig.1 Topology of Kohonen network with two inputs  

The learning algorithm tries to arrange the neurons in the 
grid to the certain areas so that they are able to classify the 
submitted input data. This organization of neurons can be 
imagined as unwrapping of primarily wrinkled paper on the 
plane so that it covers the whole input space. 

The process of learning is autonomous, i.e. without the 
presence of external additional information and it’s per-
formed iteratively, i.e. weights are adapted in the each 
learning step. This adaptation is based on comparison of 
input patterns and vectors embedded in each neuron (see 
equation 1). Whenever the vector, which fits input pattern 
the best is found, it’s adapted as well as all the vectors of 
neurons situated near this neuron. Entire grid is gradually 
optimized to fit input space of training data the best. 

So-called surroundings of neuron take a great role in the 
learning. The surroundings are defined for each neuron 
particularly. In initialization phase, the surroundings are 
usually chosen to cover all the neurons in the grid, i.e. ra-
dius of the surroundings is equal to the number of neurons 



23ATP Journal PLUS  1/2011Control theory and applications

on the one side of the grid. The surroundings are gradually 
reduced and also parameter of learning is reduced similarly. 
The surroundings of neuron are calculated for given so-
called winning neuron, whose vector of weights fits the input 
pattern the best. For this neuron and their surroundings, the 
weights are adapted. On the Figure 2, a neighbourhood 
function (Gaussian surroundings) which represents adapta-
tion rate of surroundings weights is depicted. This function 
has been recognized from the real biological neural net-
works and it is called neighbourhood function (sometimes 
also Mexican Hat function). The neighbourhood function 
(NF) can be described by the equation: 
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where dE(j*,j) represents Euclidean distance of winner neu-
ron j* and another compared neuron, r(t) is a radius of 
neighbourhood function and h(t) is a height of neighbour-
hood function which decreases to the zero during the time 
whereby it provides decreasing the surroundings during the 
learning [4, 6, 7]. 

 
Fig.2 Gaussian neighbourhood function 

In the process of learning, the best results are achieved 
when the size of surroundings r is discreetly decreasing 
during the time and also it’s useful to reduce the size of 
learning parameter (t) too. The parameter of learning is 
used to control the learning rate, whose value is from the 
interval 0  (t)  1. At the beginning it is efficient if the pa-
rameter is the maximum so that the network of neurons fans 
out as fast as possible and it covers the largest area of 
definition range of input vectors. This parameter is gradually 
decreasing and it allows the network the finer setting of 
output neurons weights. Method which is available to modify 
the size of radius surroundings r and also parameter of 
learning  is shown in the rough on the Figure 3. 

 
Fig.3 Graph of modification with time functionality for 
         learning algorithm parameters  

For the learning process of Kohonen network, let assume a 
network with N inputs and M neurons which have adjusted 
weight wij, then the learning process of Kohonen network 
can be described by next steps of algorithm: 

 

Step 1: Initialization: 
 Adjustment of weights wij, 0  i  N-1, 0  j  M-1, on the 

small initial values for all the synaptic joints from N in-
puts to M output neurons. 

 Adjustment of learning parameter (0) on the value near 
the one. Value of the parameter is from interval  
0  (t)  1 and it’s used to control of learning rate. 

 Next, the initial size of neighbourhood surroundings of 
output neurons has to be adjusted. It’s also necessary to 
adjust the minimal value of surroundings, on which the 
mentioned decreasing of surroundings will be stopped 
(usually, the minimal surroundings is right the only given 
neuron around which the surroundings is reduced). 

Step 2: Submission of pattern: 
 Submission of training pattern  

X(t) = { x0(t), x1(t),..., xN-1(t) } to the inputs of the neural 
network. 

Step 3: Calculation of distances of patterns: 
 Calculation of distance (similarity) dj between the submit-

ted pattern and all the output neurons j according to 
equation  
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where xi(t) are respective elements of input pattern X(t) 
and wij(t) are weights between i-th input and j-th output 
neuron, which represents encoded patterns. 

Step 4: Selection of winning (most similar) neuron:  
 Selection of output neuron j*, which satisfy the next 

condition and thus it fits the most similar neuron: 

 jj dd min*    (4) 

Step 5: Adaptation of all the weights: 
 Calculation of neighbourhood rate from winning neuron 

according to equation (2). 
 Adaptation of weights of neurons according to following 

equation 

            twtxjjttwtw ijiijij  ,.1 *   (5) 

Step 6: Continue of learning process: 
 Decreasing of learning parameter  and size of 

neighbourhood surroundings r after the submission of all 
the patterns. 

 End of learning, when the required number of training 
steps is done or the required accuracy is attained, oth-
erwise continue with the step 2. 

 
After the phase of network learning follows the phase of 
execution, in which the network responds to the submitted 
pattern with classifying the pattern to the appropriate class. 
In the phase of execution only steps 2 to 4 from the learning 
process are executed, where the winning neuron represent-
ing the recognized cluster is received [2, 4, 6, 7]. 

2. Cluster analysis using Kohonen network 

Principle of classification (or cluster analysis) is ability of 
learning algorithm of Kohonen network to set respective 
neurons to the clusters of submitted patterns and thus to 
distribute submitted patterns into the clusters. On the Figure 
4, the common scheme of Kohonen network allowing classi-
fication of inputs X=(x1,x2,...,xm) into the classes is depicted. 
For debugging the learning algorithm of Kohonen network, 
program Matlab has been used on the example of classifica-
tion of points with coordinates x, y into the clusters. For 
testing, different numbers of neurons there have been ap-
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plied. As an example, there has been used a Kohonen net-
work with 2 inputs and with 9 neurons in the grid 3x3 [1, 3, 
5]. 

 
 Fig.4 Kohonen network for cluster analysis 
 
The aim of experiments was to set the initial parameters: 
learning step 0, size of neighbourhood surroundings r0, 
height of neighbourhood function h0, number of learning 
cycles num_cycles, so that the learning algorithm described 
in the previous chapter performs for the best. For decreas-
ing of learning step , radius of neighbourhood function r 
and height of neighbourhood function h in dependence on 
number of learning cycle, the following exponential depend-
encies have been used: 

    1exp 0  cyclet    (6) 

  )exp(.0 cyclertr    (7) 

    cyclehth 01exp    (8) 

On the Figure 5, there are shown training points with optimal 
distribution of neurons of Kohonen network. Optimal setting 
of parameters of learning algorithm is noted in the Table 1. 
There are shown courses of decreasing of learning step , 
size of neighbourhood surroundings r and height of 
neighbourhood function h on the Figure 6. Dependencies of 
efficiency of cluster analysis on the choice of initial parame-
ters of learning algorithm are listed in the Tables 2 until 5.  
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Fig.5 Result of cluster analysis using Kohonen network 
 
Number 
of cycles 

Learning 
rate 0 

Height NF 
h0 

Radius NF 
r0 

8 0.7 1.2 10 
Tab.1 Optimal initial parameters of learning algorithm  
 
Number of 
cycles 

2 4 6 8 10 12 14 16 

Efficiency [%] 1 87 89 88 88 87 89 90 
Tab.2 Relation of efficiency from number of cycles  

Learning rate 
0 

0.1 0.3 0.5 0.7 0.9 1.5 

Efficiency [%] 10 93 90 95 87 77 
Tab.3 Relation of efficiency from learning rate  
 
Height NF h0 0.2 0.4 0.6 0.8 1 1.2 1.4 
Efficiency [%] 81 88 87 86 90 90 87 
Tab.4 Relation of efficiency from height of NF  
 
Radius NF r0 1 2 4 6 8 10 12 
Efficiency [%] 2 63 72 82 84 89 89 
Tab.5 Relation of efficiency from radius of NF  
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Fig.6 Charts of algorithm parameters functions 

2. Practical example for cluster analysis 

The aim was to apply Kohonen algorithm to the practical 
problem. Designed application solves the problem of busi-
ness distributor, which needs to arrange their distributional 
centres in a such way that the distance from each centre to 
the surrounding customers is minimal and then the total 
freightage of transported goods will be minimal too. For this 
application, there has been created graphical environment 
in the program MATLAB and for demonstration there has 
been used a map of Slovakia. Neurons in neural network 
serve as distributional centres and input data are used as 
representation of customer location on the map. The task of 
algorithm is thus optimisation of location of distributional 
centres. But this program don’t regard the road system, not 
even level of traffic or other factors, the algorithm thus opti-
mises only location of distributional centres considering the 
distance from customers. On the Figure 7, there is shown 
graphical environment of the program. On the Figures 8 and 
9, the results of optimisation of distributional centres location 
are depicted. 

 
Fig.7 Program for distributive centres optimisation  
         using Kohonen network 
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Fig.8 Result of distributive centres optimisation 
 

 
Fig.9 Result of distributive centres optimisation 

Conclusion 

The main objective of this article was to demonstrate very 
good properties of Kohonen network for cluster analysis. 
The created program for cluster analysis using Kohonen 
network has been used for setting of initial parameters of 
learning algorithm. Due to good properties, the Kohonen 
network can solve classification problems very effectively. 
The demo program in Matlab for distributive centres optimi-
sation presents only one practical application from many 
uses of Kohonen network. 
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Hybrid Predictive Controller          
for Nonlinear Process 

Jana Paulusová, Mária Dúbravská 

Abstract 
In this paper hybrid predictive controller for nonlinear process is addressed, 
proposed and tested. Model predictive controllers are based on dynamic model of 
the process. The proposed hybrid fuzzy convolution model consists of a steady-state 
fuzzy model and a gain independent impulse response model. The proposed model 
is tested in model based predictive control of the concentration in the chemical 
reactor, manipulating its flow rate. The paper deals with theoretical and practical 
methodology, offering approach for intelligent neuro-fuzzy control design and its 
successful application. 

Keywords:  hybrid models, neuro-fuzzy models, predictive control

Introduction 

Predictive control has become popular over the past twenty 
years as a powerful tool in feedback control for solving 
many problems for which other control approaches have 
been proved to be inefficient. Predictive control is a control 
strategy that is based on the prediction of the plant output 
over the extended horizon in the future, which enables the 
controller to predict future changes of the measurement 
signal and to base control actions on the prediction. 

Model-based predictive control (MPC) is a particular class of 
optimal controller [4]. The first main advantage of MPC is 
that constraints (due to: manipulated variables physical 
limitations, operating procedures or safety reasons) may be 
explicitly specified into this formulation. The second main 
advantage of MPC is its ability to be used for both simple 
and complex model based processes (time delays, inverse 
responses, significant nonlinearities, multivariable 
interaction, modelling uncertainties). 

Advanced predictive control techniques use neural networks 
and fuzzy logic for modeling and control [3]. The neuro-
fuzzy approaches used in model-based predictive control 
are efficient tool for handling plants with complex dynamics 
as well as unstable inverse systems, time varying time 
delays, plant model miss-matches and other various 
uncertainties of complex nonlinear systems. The strength of 
neuro-fuzzy approaches is in using fuzzy knowledge based 
systems in combination with learning abilities of neural 
networks allowing to obtain higher accuracy of the required 
output in a shorter time in comparison with classical 
systems because of parallel computing algorithm 
application. By including of the fuzzy and neuro techniques 
into predictive algorithms complex system control problems 
can be solved effectively [6]. 

The aim of this paper is to develop a hybrid neuro-fuzzy 
predictive control modelling technique for nonlinear process 
with constrained input. Firstly, the hybrid neuro-fuzzy 
convolution model is proposed. The next part presents 
predictive control algorithm with neuro-fuzzy model. Then an 
application example is presented. The last section offers the 
relevant conclusions.  

1. Neuro-Fuzzy Convolution Model (NFCM) 

The output of the model can be formulated as [1] 

        sn
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where the first part represents steady-state part, which is 
described by neuro-fuzzy model (ANFIS), the second part is 
dynamic part of model (the impulse response model). The 
gain independent impulse response model is gi(x2,...,xn), the 
previous input values are u(k-i-1) over N horizon, K is 
steady-state gain, us and ys are steady-state input and 
output, x2,…, xn are other operating parameters having 
effects on the steady-state output. 

The convolution is multiplied by steady-state gain 
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1.1 The steady-state part 

The steady state part is described by neuro-fuzzy model. A 
nonlinear discrete system can be expressed by neuro-fuzzy 
model (ANFIS) with n rules. The i-th rule of the model is 
described as follows [5]: 
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 (3) 

where n is the number of inputs, x=[x1,...,xn]T is a vector of 
inputs of the model, Aj,i(xj) is the i=1,2,...,Mj –th antecedent 
fuzzy set referring to the j-th input, where Mj is the number 
of the fuzzy set on the j-th input domain. 
The first element of the input vector is the steady-state input 
x1=us. 
The output is computed as weighted average of the 
individual rules consequents 
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where the weights 0 < μi < 1 are computed as 
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where Π is fuzzy operator, usually been applied as the min 
or the product operator and n is number of rules. 

Triangular membership functions were examined in our 
research as shown in Fig. 1.  
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Fig.1 Membership functions used for the fuzzy model  

The triangular membership functions are defined as follows:  
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where   1,, ,(
jj mjmjj aax . 

The gain of the steady-state fuzzy model can be computed 
as 
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where 
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1.2 The dynamic part 

The dynamic part is described by the impulse response 
model (IRM). Parameters of the discrete IRM gi (i=0,…, N, 
where N is the model horizon) can be easily calculated from 
the input-output data (ui and yi) of the process. 
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In matrix form 
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The parameters are given as follows 
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2 Hybrid Neuro-Fuzzy Model Based 
Predictive Controller 

The nonlinear NFCM can be easily applied in model based 
predictive control scheme.  
In most cases, the difference between system outputs and 
reference trajectory is used in combination with a cost 
function on the control effort. A general objective function is 
the following quadratic form [5] 
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Here, r is desired set point, u (u=γK
2) and y are weight 

parameters, determining relative importance of different 
terms in the cost function, u and u are the control signal 
and its increment, respectively. Parameter p represents 
length of the prediction horizon, m is the length of the control 
horizon. Output predicted by the nonlinear fuzzy model is 
ŷ(k). 
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 are the step response coefficients and the 

change on the control variable is Δu(k)=u(k)-u(k-1). 

Model predictions along the prediction horizon p are 
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Disturbances are considered to be constant between 
sample instants  
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where y(k | k) represents the measured value of the process 
output at time k. 

So 
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Prediction of the process output along the length of the 
prediction horizon, can be written compactly using matrix 
notation 
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Matrix S is called the system’s dynamic matrix (17) [4] 
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By minimizing its objective function (10) the optimal solution 
is given by (18), if there are any constraints on variables. 
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2.1 Quadratic Programming (QP) Solution 

In many control applications the desired performance 
cannot be expressed solely as a trajectory following 
problem. Many practical requirements are more naturally 
expressed as constraints on process variables such as 
manipulated variable constraints, manipulated variable rate 
constraints or output variable constraints.  

The solution calls into existence of quadratic programming 
solution of the control problem. 

This paper deals with manipulated variable constraints and 
manipulated variable rate constraints. 
The resulting vector of control contains not only the current 
moves to be implemented but also the moves for the future 
m intervals of time. Although violations can be avoided by 
constraining only the move to be implemented, constraints 
on future moves can be used to allow the algorithm to 
anticipate and prevent future violations thus producing a 
better overall response. The manipulated variable value at a 
future time k+l is constrained to be 

        1,,1,0;1 max
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where u(k-1) is the implemented previous value of the 
manipulated variable. For generality, we allowed the limits 
umin(l),; umax(l) to vary over the horizon. 
These constraints are expressed in matrix form 
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where 
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Often predictive control is used in a supervisory mode 
where there are limitations on the rate at which lower level 
controller setpoints are moved. These are enforced by 
adding constraints on the manipulated variable move sizes: 
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The manipulated variable constraints (20) and manipulated 
variable rate constraints (22) can be combined into one 
expression 

 kkCUCu |1  (23) 

where 

























I
I
I
I

C L

L

u   

 

   

   
   

   
 

 
 

  


























































1

0
1

0
11

10
11

01

|1

max

max

max

max

min

min

max

max

mu

u
mu

u
kumu

kuu
muku

uku

kkC









 

 (24) 

  

By converting to the standard QP formulation the control 
problem becomes: 
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 with condition (22).  

 
Where the Hessian and the gradient vector of QP are 
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Algorithm for the hybrid predictive control 

The algorithm has the following steps: 
 Initialization of parameters: m, p, y, u 
 calculation of impulse response model gi from (9), 
 calculation of us from ys=y(k), considering the inversion 

of the fuzzy-neuro model, 
 calculation of the value of the steady-state gain K by (6), 
 calculation of S by (17) and e by (13), 
 calculation of the controller output from the first element 

of the calculated ∆u vector generated from Quadratic 
program formulation (25) and (26).  

3 Case Study and Simulation Results  

3.1 Case Study 

The application considered involves an isothermal reactor in 
which the Van Vusse reaction kinetic scheme is carried out. 
In the following analysis, A is the educt, B the desired 
product, C and D are unwanted byproducts [2]. 
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From a design perspective the objective is to make k2 and k3 
small in comparison to k1 by appropriate choice of catalyst 
and reaction conditions. The concentration of B in the 
product may be controlled by manipulating of the inlet flow 
rate and/or the reaction temperature. 
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The educt flow contains only cyclopentadiene in low 
concentration, CAf. Assuming constant density and an ideal 
residence time distribution within the reactor, the mass 
balance equations for the relevant concentrations of 
cyclopentadiene and of the desired product cyclopentanol, 
CA and CB, are as follows: 
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This example has been considered by a number of 
researchers as a benchmark problem for evaluating 
nonlinear process control algorithm. 

By normalizing the process variables around the following 
operating point and substituting the values for the physical 
constants, the process model becomes: 
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where the deviation variable for the concentration of 
component A is denoted by x1, the concentration of 
component B by x2, and the inlet flow rate by u. 

3.2 Simulation Results 

The comparison of time responses of output of NFCM with 
nonlinear plant is shown in Fig. 2. Time responses of the 
controlled, reference, manipulated and manipulated rate 
variables under hybrid predictive control (HPC) without 
constrained are shown in Fig. 3. 
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Fig. 2 Time responses of output from the nonlinear 

plant and the NFCM model 

The parameters for predictive control are m=5, p=10, y=K, 
u=γK2, γ=0.1. 

As can be seen in Fig. 3 for this application, the manipulated 
variable uϵ<0;0.941> and manipulated variable rate are        
∆uϵ<-0.2452;0.1315>.  

Time responses of the controlled, reference, manipulated 
and manipulated rate variables under hybrid predictive 
control (HPC) with constrained manipulated variable and 
manipulated variable rate are shown in Fig. 4. The quality of 
predictive control is very sensitive to constraints. So the 
constraints are uϵ<0;0.935> and manipulated variable rate is 
∆uϵ<-0.24;0.125>. 
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Fig. 3 Time responses of the controlled and reference 

a),  manipulated b)  and manipulated rate variables 
c)  under hybrid predictive control without 
constraints 
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       c) 
Fig. 4 Time responses of the controlled and reference 

a), manipulated b) and manipulated rate variables 
c)  under hybrid predictive control with 
constraints 

Conclusion 

The HPC uses the advantage of neuro-fuzzy systems in the 
representation of the steady-state behaviour of the system. 
Other advantage is that it combines knowledge of the 
system in a form of a priori knowledge and measured data 
in the identification of a control relevant model. 

Simulation example illustrates the potential offered by the 
predictive control with NFCM. 
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Designing and Implementation of 
Complex Software Solution for 
Processing of Measurement Rates 
 
Mária Dúbravská, Jana Paulusová 

Abstract 
This paper deals with designing and implementation of a complex software solution 
which includes a server application for processing of measurement rates and 
software for agents carrying out electricity measurements. The management of 
measurements is the primary process of the organization. This paper defines the 
basic logical and technological procedure for carrying out measurements.  

Keywords: data collecting, measurement batch, measuring equipment, field force, 
deductions management 

Introduction 

Collecting of primary data for network managers and then 
processing into information systems is nowadays an activity 
that rises up a requirement for well organized structure of 
data that are measured. Each director of network has its 
own database, which operates on a different geographic 
information system. But the principle always remains the 
same, to fill this database with current and reliable data, 
which required for the administrator. The aim of this work 
was to design and implement a comprehensive software 
solution including server software running on the annual 
target benefits and software for staff in the field to perform 
deductions in energy so that the system has sufficient 
control of the process, automating as many activities and 
that the system can display as much management 
information, the theoretical cost in particular, the countdown 
in real-time status of payments, process invoices and 
various statistics [1]-[4]. 

1. Analysis of the old system 

To achieve the objectives it was necessary to analyze the 
original operating system in detail on the fly so it could run 
continuously in addition to analysis of readings while the 
system was running undisturbed by this activity. Analysis of 
the original system was one of the longest-running stages, 
because of the original system which has no official 
documentation and is made of a lot of smaller applications, 
which together create a kind of data collecting system. From 
beginning the project had a clear idea - implement an 
information system as a single centralized system without 
any other associated application. 

The company employees (staff in the field, coordinator of 
the measurements) were needed to ensure that the analysis 
was successful. All recommendations and observations of 
people working every day with this system were included in 
the design strategy of the new system. 

1.1 Measurement batch 

The most important unit of the system is the measurement 
batch. Measurement batch is the data set in encrypted form 
which has its structure defined by the administrator of 
engineering network, containing the same itineraries, which 

are intended to deduct the measurement route. Number and 
choice of itineraries in the measurement batch are 
determined according to requirements of staff working in the 
field. 

Measurement batch file in encrypted form contains: 
 serial number, 
 owner name of the measurement point, 
 address of a measurement point, 
 electrometer serial number, 
 last measurement, 
 actual measurement, 
 anomaly at the point, 
 note to the measurement point. 

1.2 Lifecycle of measurement batch 

The whole process of management starts with generated 
"hierarchically divided statistics on the number of measuring 
points" by a competent worker. Statistics are generated in 
electronic form as a file "xls" and workers are obliged to 
submit the statistics. The coordinator after obtaining 
updated statistics splits out the individual itineraries for 
workers. 

The coordinator of measuring sets the "Monthly plan of 
itinerary" plan and “Plan for worker” for each worker in field. 
Competent power company administrator is obliged to 
generate itineraries for individual workers on the Monthly 
plan basis and send it to the server. Blank measurement 
batches are distributed in electronic form from server to 
workers by coordinator.  

The next step is the actual measurement. Directly at the 
measurement point every worker is obliged to take action as 
required by a particular customer. Worker in the field must 
visually inspect the measurement device for any damages 
and he must record it through pre-defined list of anomalies. 
Collected data were then sent back to the energy company. 

Coordinator of measurement, worker in the field and 
administrator in energy company, uses his own application 
to fill the data in or to send the data to another site. This 
system is simple, but does not have one centralized 
database. 
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2. Design proposal of the new system 

The main objective in the design of the information system 
for reading the status of measuring equipment in the energy 
sector was to keep the idea of the original system, for 
example maintain the measurement batch benefits and 
format as closely as possible. Preserve user interface for 
workers. The aim was to split the life cycle activities 
deduction into logical units and their subsequent automation 
to the maximal possible extent. Create powerful tools for 
work coordinators, workers in the field and for administrator 
in electric company to ensure integrity, protection and 
archiving of the data. 

This information system is designed to be flexible enough 
and to be easily integrated into existing environments, or if 
necessary, to replace this entire environment. 

Great emphasis was given to the interface which users will 
be accessing the system through. This interface was 
designed to be similar to the original interface. This similarity 
ensures users intuitively use the system features they were 
used to. Information system has been enhanced with new 
features which, despite the user-friendly control, lead to 
necessity of organizing training sessions for individual 
users.  

The biggest change was the replacement of mobile devices 
used in the field. Psion has been replaced by the personal 
digital assistants (PDA). PDA work with PC, connecting and 
synchronizing with PC is different than that with Psion. 
Some field workers have become accustomed to write on 
paper stock sheets. Psions were not used, because the old 
models did not have sufficient memory capacity to save 
several measurement batches at once. 

2.1 New system architecture 

The main idea behind this technology is that the 
measurement batches should be treated where they are 
stored. If the user wants to work with them, system splits the 
data between the basic computer operations - servers, 
which store the data and user station - clients. 
Competences are shared between two processes - the 
client is responsible for processing of the particular tasks 
assigned to it when planning itinerary for which it requires 
the services of the second process - the server. 

The main computer - the server is not only used as an 
application server, but also as a file server, which means 
that it collects and stores all information. Manipulation and 
control access is managed by the user computer. If an user 
asks for a selection of records, his computer will provide it. 
Data change is performed at the user station and returned 
back as modified file. This architecture [5] is adjusted to the 
speed of movement of files over the network and its flawless 
processing. 

The system has universal client, which is a hypertext 
browser called WEB browser. The browser contains a 
presentation function, because it interprets the content 
pages. Such architecture is sufficient only for passive 
disclosure of information in the form of hypertext pages and 
does not implement a full information system (IS). To 
achieve the functionality of IS, the architecture have been 
incorporated into the Web environment opportunities for 
dynamic work with information. To achieve such options 
programming language PHP have been used, which 
breathed life to the entire architecture from within HTML 
pages. 

Interface allows user to save the actual monthly plan of 
measurement from administration site, distribution of the 
itineraries to the coordinator of measurement, planning and 

viewing statistics. That way it is possible to directly use the 
IS and work with data. Big advantage in this particular case 
is versatility and ease of client implementation. Client 
accesses the IS opportunities through WEB server, which is 
also the database server and the core of the whole system. 
User can work with IS through the web browser. Each user 
of the system has a limited amount of rights, which is 
sufficient for him to perform tasks. These rights are set by 
the log-in names. 

2.2 Linking, system security and data protection 

Used protocol for data exchange must have capability of 
packing and transmitting through SSL. Chosen protocol is a 
CIFS (SMB BLOCK PROTOCOL), which is a standard data 
exchange protocol and complies all safety criteria. Based on 
the selected protocol, SSL (encapsulation protocol) was 
used for the secure exchange of data between the end 
points of information systems technology tunneling ports. It 
is a highly reliable and maintainable solution that can be 
easily implemented into the systems. 

The reason for this is, that the tunneling data exchange 
goes via a public computer network. Secure connection is 
ensured by software called Stunnel, which required 
configuration on the electric company site. Furthermore, 
safety certificates have been generated to help to pass the 
CIFS protocol through SSL connection works. 

 

Other security features: 
• The system for communicating with users is using secure 

communication channels. 
• Transfer of data between systems and users or other 

parties is encrypted. 
• Each user of the system is given only limited amount of 

rights, which is sufficient for him to perform tasks. 
• When properly deployed, system and compliance with 

safety standards is guaranteed by the physical security of 
data. 

• The system creates regular backups of all stored data. 
• The system records all significant events which users have 

made  including the timestamp (TIMESTAMP). 

2.3 Functional analysis 

User management in the system provides to field worker, 
coordinator of measurement, manager and third party 
graphical user interface (GR) for management of users who 
log into it - adding, removing users, changing their data. 
System has a mechanism for communication and 
notification of users that always appears on the front page. 
This communication takes place either within the system 
itself through short message or by e-mail messages. The 
system provides managers with GR to define areas and 
points deductions and provides a mechanism for receiving 
the data from third parties. 

System manager has the tools to set the conditions of the 
countdown cycle, such as list of anomalies for measurement 
points, setting fees for various types of measurement points 
and fees for the detection of faults. System provides to 
system manager various GR mechanisms to monitor the 
current status of measurement batches, including statistics 
how many measurement batches have been measured by 
the worker, the number of points to be checked on the gross 
and net success measurements, also has a GR to allow 
monitoring on the progress of the whole month plan. The 
system manager provides mechanisms for operational 
changes (changes to the reading assignment and urban 
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areas). Finally, the system provides tools for creating 
finished documents and statistics for the field worker.  

Field worker by GR has a mechanism for redistribution of 
urban areas or deductions to measurement batch. Field 
worker assigns theoretical measure date to the system - so 
he creates a timetable countdown for various areas. 

For the top management system provides real-time 
overview of the field worker financing, respecting deadlines 
measure transfer and the quality of the measurement 
batches. Management has tools to predict the cost of the 
monthly plan cycle in any unit price for the measurement or 
detect anomalies, as well as the entire history of the annual 
target cycles system, including statistics and reports.  

Conclusion  

Based on the analysis of the original setup a new system for 
processing of measurements has been designed and 
implemented, information system which meets the 
requirements of all activities associated with the collection 
status of measuring equipment in the energy sector. 

The system is based on stable system architecture and can 
be expanded in the future based on the actual needs. It is 
compatible with different operating systems and web 
browsers, as well as mobile devices for field work. 

In the design phase of this information system a lot of time 
had been spent in consultation with staff and with field 
workers. The new information system meets all design 
conditions and it can be used as a substitute to the old 
system with lots of new functionality to automate 
administrative work and calculations. IS provides a 
comprehensive overview of the current course readings and 
increases their effectiveness. User-friendly environment 
makes the system work simple for workers who have to use 
it daily. 
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The position prediction for bridge 
crane using input shaping methods 

Peter Hubinský, Ľuboš Chovanec 

Abstract 
When the operator tries to control a bridge crane, we can observe after reaching the 
final position the residual oscillation. One of the most useful methods to control 
crane are input shaping methods. A lot of articles treat swinging suppression, but 
only a little effort has been placed on reducing the time lag. Shaper can efficiently 
reduce the vibration, however it causes a delay between operator commands and 
the output signal of shapers that is fed into crane drive system. So it is necessary to 
set up some kind of the prediction. Prediction can predict the stopping location when 
operator finishes with generating the control signal from joystick and crane is still 
moving because of shaping process is not finished yet. This paper presents a control 
method that assists the human operator when guiding the crane through the space 
with obstacles by visualization of prediction on the operator’s screen while using 
input shaping method to eliminate swinging of a payload. Experimental results show 
that input shaping methods and prediction together can improve quality of online 
control of bridge crane by operator. 

Keywords: input shaping methods, prediction, bridge crane  

 
Introduction  

Nowadays the bridge cranes use to be used in various 
branches of industry because of their big lifting capacity and 
rigidity of construction. However the possibility of appearing 
residual oscillation can be unsuitable for dynamics and 
accuracy of positioning the payload in the working area. The 
deflection can lead to achieve desired position with a big 
delay. Other problems are consisting in possible collisions of 
payload with obstacles due to exciting of enormous ampli-
tude of swinging. 

One of the most useful way how to manage position of the 
trolley is the feedback control that uses sensors to gather 
information from plant. But it is not easy to find suitable 
place for sensors. Considering that the dirty environment 
where crane is situated can acquire disturbances or damage 
sensors. Another way how to control bridge crane is consist-
ing in application input shaping methods that can effectively 
reduce payload oscillations.  

1. Input shaping methods 

Shapers modify the input signal which is generated by oper-
ator to series of appropriate pulses. We are talking about 
the feedforward control so the block of shaper has to be 
placed before the plant as is illustrated in Fig.1. 

 

 
 
Fig.1 Scheme of input shaping 
 

Input shapers are working on principle of convolving the 
step impulse and a series of Dirac impulses and thus gen-
erate suitable signal to eliminate residual vibration in the 
plant [1]. In the Fig.2 we can watch response of the plant on 
simple velocity rectangular impulse. Oscillations of the payl-
oad around desired value are unsuitable for positioning to 
the final position and it takes too much time to decrease 
swings using natural damping of the plant to zero amplitude. 
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Fig.2 Unshaped input signal and plant response 
 

As the Fig.3 shows, the shaper has delay which is mod-
ulated according to the natural frequency of plant. The in-
creasing of command duration causes an additional trolley 
motion after the operator is stopping to generate the control 
signal. The operator has to estimate the time which is 
needed to stop the crane. Prediction displayed as a point on 
the operator screen includes delays of all shapers and re-
lieve to avoiding obstacles carefully. 
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Fig.3 Shaped input signal and plant response 

Bridge crane model 

Analyzed bridge crane system has 3 degrees of freedom. 
(travelling along X-axis, traversing along Y-axis and hoisting 
along Z-axis).Fig.4 
 

 
 
Fig. 4 Scheme of Bridge crane 

We can describe it as a mathematical pendulum with mov-
ing base (travelling and traversing ). After linearization the 
transfer function it could be represented in single axis as 
follows: 
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Where x  is swing angle amplitude, xa is acceleration of 

trolley in x direction K is the gain,  is natural angular 
frequency of the plant and b is the damping coefficient.  

Prediction 

To improve controlling and influence of the input shapers by 
the increasing the duration, it was implemented prediction 
block [1]. As the Fig.5 shows, the signal led to the prediction 
block from input of the shaper, is reduced by signal from the 
shaper’s output. After that it is integrated to acquire the 
value of predicted position of the payload. 

 
 

Fig. 5 Prediction block 

The Fig.6 shows the response of the crane on impulse of 
velocity using ZV and ZVD shaper with prediction. Predic-
tion is represented by red line and shows calculating stop-
ping position. Here we can observe the difference between 
ZV prediction and ZVD prediction due to increasing the time 
delay of higher order shapers. Predicted positions which is 
connected to ZVD shaper, can show the greater distance 
before trolley position than predicted ZV shaper but the 
delayed time of stopping the crane is lengthened, too. 
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Fig.6 Prediction using ZV and ZVD shaper 
 

Design of GUI 

The graphic user interface has been created in Matlab soft-
ware to help the crane operator to control the bridge crane 
through the space with obstacles in a warehouse using input 
shaping methods and prediction in the same time. The Fig.7 
illustrates GUI which is divided to the control panel on the 
right side and 2D crane visualization on the left side. As a 
first operator can choose the following control algorithms:     
1. No input Shaping, 2. ZV shaper, 3. ZVD shaper, some 
settings of the parameters that can be various for the crane 
system and the shaper (e.g. various length of rope for crane 
and for shaper which causes drag in to the plant more dis-
turbance), showing the visualization of the prediction and 
after simulation. The user can observe maximal deflection 
during control process, time duration and all trajectories that 
were draw by trolley, payload and prediction. The position of 
trolley is represented on Fig.7 as an intersection of two 
green lines (green cross). The payload is illustrated as a 
blue square hoisting under the trolley. The position predic-
tion is marked by red circle. Obstacles are presented by 
cyan colour. Graphical representation of the motor speed in 
X,Y axis is situated in upper right corner. That can help the 
user to understand the existence the delay between opera-
tor commands and real position of the trolley when the input 
shaping methods are applied. 
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Fig. 7 Bridge crane GUI 

Obstacles avoiding 

Input shaping and prediction of stop point are now tested on 
the human operator using joystick to navigate the bridge 
crane through the warehouse and avoid the obstacles. Fig.8 
illustrates the operator’s view (cross represents trolley, blue 
square is the payload, red circle is the prediction and a pink 
square is the goal). 

 

 
 
Fig.8 Visualization of the prediction for operator 

 

When the operator guides the crane through the space of 
obstacles without input shaping, we can see the big payload 
swinging (blue waving trajectory in Fig.9-a). It is difficult to 
navigate and avoid to crash without any operator’s skills. 
Input shaping with prediction allows to generate smooth 
trajectory without observing any swings (Fig.9-b and c). 

 

 
 
Fig. 9 Obstacles avoiding (a – without shaper, b ZV 
shaper, ZVD shaper) 

As the graph shows in Fig.10, controlling without shapers is 
about operator’s skills and user can achieve better time with 
each other attempt and a moderately decrease swinging of 
the payload. By contrast of input shaping, it cannot improve 
time duration (time both controlling is comparable) but it can 
evidently suppress the deflection. We can see pretty reduc-
tion of the vibration on Fig.9. Deflection is presented in 
Fig.10 as a distance between vertical projection of the trol-
ley plain of the base and vertical projection of the payload to 
plain of the base in meters. 
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Fig.10 Experiment results for obstacle avoiding 

Trajectory tracking 

Bridge crane is considered as a low damped system. It is 
not easy to follow prescribed trajectory. The Fig.11 shows 
example of trajectory tracking (cyan colour). 

When the human operator guides the crane along the de-
sired trajectory, it is a little bit demanding due to time dura-
tion of shapers, if we choose controlling without prediction 
(see Fig.12). Other case, using input shaping with prediction 
can decrease the operation time significantly and suppress 
oscillation comparable with previous case (Fig.13). 
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Fig. 11 Trajectory tracking without prediction (a-without 
shaper, b - ZV shaper with prediction, c - ZVD shaper 
with prediction, d – ZV shaper without prediction, e - 
ZVS shaper without prediction) 
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Fig.12 Experiment results for trajectory tracking without 
prediction 
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Fig 13 Experiment results for trajectory tracking with 
prediction 

Conclusion 

The paper presents the methods to enhance operator per-
formance by combining a predictive user interface element 
with input shaping. It was demonstrated, that input shaping 

are useful feedforward methods which can suppress swing-
ing of a payload but with remaining time duration. 

As the results show, to set up prediction with shapers, it is 
very helpful to navigate crane with hanging payload through 
obstacles in warehouse with using the prediction spot, which 
indicates the place where the crane stop. 
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THE MANIPULATION EXTENSION 
WORKING IN A DIMENSIONAL 
CONSTRAINED SPACE 

Rastislav Baláž, Mária Ádiová, Ľubica Miková 

Abstract  
Working spaces are very often dimensionally limited. Conventional manipulators are 
not able to operate in this workspace. This article shows the design of the manipula-
tion extension, which is useful in these places. This device belongs between the 
important parts service robots useful for inspection operation. 

Keywords: Inspection robot, Manipulation extension, Limited space 

 
Introduction 

A car bomb is an improvised explosive device placed in a 
car. The U.S. military and law enforcement agencies call 
often a car bomb as "VBIED", which is acronym standing for 
"Vehicle Borne Improvised Explosive Device" [3]. A car 
bomb can be placement in different parts of the vehicle. 
Nowadays, car bombs are fixed magnetically to the under-
side of the car or inside of the mudguard. Detonators are 
activated by the opening of the vehicle door, pressing the 
brake or the accelerator pedals. Detection of these explo-
sives is made using the mobile service robot. The robot is 
made inspection of the vehicle by using a camera system. If 
the car bomb is fixed on the chassis, there is the problem 
with manipulation. A car bomb is stored in a confined space, 
which is dimensionally designed with ground clearance of 
car chassis. Manipulation in this area is very difficult be-
cause of its dimensionally limited.  

Service robot has a similar problem in the inspection of 
pipelines. The robot is deployed in a confined space, which 
is a dimensionally limited wall of pipe. The manipulation 
extension has problem with manipulation in such an envi-
ronment, because if the link of manipulator are large, cannot 
be decomposed and robot cannot carried out inspection 
task. 

1. Kinematics manipulation extension 

The manipulation extension is designed as manipulator in 
manipulator. A smaller manipulator is hidden in link of larger 
manipulator. If it is necessary to use a smaller manipulator, 
this manipulator is ejected from a link of larger manipulator. 
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Obr.1 Kinematika manipulačnej nadstavby 
Fig.1 Kinematics manipulation extension 
 

i i di ai i 

0 /2 0 0 /2 
1 θ1 0 L1 0 
2 /2 + θ2 0 0 /2 
3 0 d3 0 -/2 
4 /2 + θ4 0 L4 0 
5 θ5 0 L5 0 

Tab.1 DH parameters 
 

Inverse kinematics calculated by using Jacobian. The global 
position of the endpoint of the manipulator is at  



















24

14

r
r

Y
X

  (3) 

calculate the Jacobian 

  











i

i

q
T

qJ   (4) 

  TT JJJJ .. 1    (5) 

The kinematics of manipulation extension is seen that the 
manipulator is redundant - redundant manipulator. Whereas 
the Jacobian has a rectangular matrix and n > m, then 
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method of Moore-Penrose pseudoinverse is used for the 
calculation, equation (5), [1, 2]. 

For manipulation extension is defined two conditions for its 
design. The first condition is that the manipulation extension 
has to be able manipulated with the own body in space, 
which is defined with chassis car and the roadway. The 
second condition is that the manipulation extension has to 
able manipulated a larger space than the space in the first 
condition. This space is characterized by the size of air pipe, 
piping or canalization. The average distance to the lowest 
part of the chassis to the roadway varies from 100mm to 
170mm. The average size of air pipes is from 100 mm to 
1000mm [4]. 

2. Manipulation extension in confined 
space 

The designed kinematics manipulation extension can be 
working in a confined space which is defined with chassis 
car and the roadway (Fig. 2). For work in this space smaller 
manipulator is ejected from link of larger manipulator. If the 
height chassis is larger eg. for off-road cars, will be used to 
achieve the goal point also a larger manipulator. The de-
signed manipulation extension is able to manipulate and 
work also in the pipeline (Fig. 3). Range of manipulating the 
superstructure is dependent on the length of the links of 
larger manipulator. 

  
Obr.2 Manipulačná nadstavba pod podvozkom automo-

bilu  
Fig.2 The manipulation extension underneath chassis 

car 

 
Obr.3 Manipulačná nadstavba  v potrubí 
Fig.3 The manipulation extension in pipeline 

Conclusion  

This article deals with the design of manipulation extension 
for manipulating in confined space. The design of manipula-
tion extension is preliminary design of manipulation exten-
sion that to be able to manipulated in a confined space. 
Length of links of larger manipulator does not affect to the 

manipulation ability of a smaller manipulator. Another design 
will be directed towards design of a suitable end effector or 
reconfigurable wrist for different types of instruments.  
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Robot Control Using Hand Gesture 
Recognition Overview  

Michal Tölgyessy, Peter Hubinský  

Abstract  
This article is an overview of three distinct and complex algorithms developed for 
robot control. The basis of each algorithm is a set of hand gestures. Each gesture 
has a significant relationship with the controlled robotic system. A user shows a 
gesture in front of a webcam, this gesture is recognized by the system and a specific 
pre-defined action is carried out. 

Keywords: Gesture recognition, Robot, Human Computer Interaction  

 
Introduction  

Since the origin of the first computers humans need to inte-
ract with them. Keyboard, mouse, joystick, gamepad or 
touch screen – all these devices are widely known and used 
to communicate with the computer. However, the most intui-
tive and natural way for a human to interact with the world 
around him or her is using voice and gestures. In such 
communication there is no barrier or mediator. No devices 
have to be used, no machine protocols have to be learned. 
Nowadays a lot of effort is invested in the research of ges-
ture communication with robots [1][2][3]. In such communi-
cation gestures need to be captured and recognized. Sub-
sequently a specific task is done by the robot. A specific 
gesture alphabet has to be invented in order to provide a 
smooth and reliable interaction. Usually, simple or more 
sophisticated cameras are used to monitor a person, frames 
are analyzed and expected gestures are identified. This 
approach introduces the need to master the field of comput-
er vision, that is used in many scientific and industrial appli-
cations and is a subject of many research activities [4]. 
Convenient algorithms need to be selected, implemented 
and tested for a successful recognition process. This article 
is an overview of several latest approaches invented and 
documented by research teams from India and Macedonia.      

1. Mobile robot’s freight ramp control 

In [1] the authors proposed an algorithm for hand gesture-
based control of mobile robot’s freight ramp. Their research 
was focused on solving some of the most important prob-
lems of current HRI (Human-Robot Interaction). Their final 
goal was to develop a chip and a robust control system 
without the need to use data gloves, colored gloves or other 
devices. Firstly, a set of gestures – a gesture vocabulary 
was defined. Secondly, a generic webcam was chosen for 
the purpose of image acquisition process. Finally, an algo-
rithm was developed, where gestures are identified using 
motion detection and gesture recognition algorithm based 
on histograms. The result is implemented in a teleoperation 
client-server environment.   

1.1 Hand gesture vocabulary  

 

 
Fig.1 Freight ramp working principle 

 

In order to control a robot freight ramp a vocabulary of 12 
gesture poses was developed. The first two gestures control 
the opening and closing of the ramp. Next two gestures 
move the ramp up and down. The Stop hand gesture stops 
any action the ramp moving the system into the Stopped 
position. StopTilt gesture stops any tilt movement the ramp 
performs and takes the ramp into the Stopped position. The 
rest of the gestures control the tilt angle of the ramp. 
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Fig.2 Hand gesture vocabulary 

1.2 Motion detection and object extraction 

The output of a webcam is a set of 2D images that include a 
vast amount of data. First goal in successful gesture recog-
nition is to detect a person in an image and detect and crop 
out those parts of his body that are supposed to show ges-
tures the system is able to recognize. The authors of [1] 
have used motion detection to locate a potential region of 
interest (ROI). Their approach is based on analyzing conse-
quent video frames and finding inter-frame differences. In 
such approach the background scene has to be updated 
regularly because of minor light condition changes, move-
ments of small objects or appearance of new objects on the 
scene. This continuously updated background is stored as 
the reference image. The main problem with such technique 
is that over time a person’s body is added to the reference 
image. Certain modifications are used to solve complica-
tions that arise from this factor. 

The core movement detection mechanism works by apply-
ing a differentiation operation on the current and reference 
image. Hence, it is possible to see the absolute difference 
between the two images. Whiter areas on the output image 
show the areas of higher difference and black areas show 
the areas of no difference. A sample of the described 
process is in Fig.3.   

 
Fig.3 Image differencing with reference image 

On this image, some “thresholding” is done by classification 
of each pixel as significant change (most probably caused 
by moving object) or as non significant change. To get rid of 
false objects that are far from being a human body all ob-
jects in the image are examined and their size is checked. 
Only objects that are big enough and satisfy constrains 
relative to the human body proportions are considered as 
human body. In order to pass to the gesture recognition task 
the algorithm has to be sure that the detected object is not 

performing any movement and is showing a particular ges-
ture. For this task a motion detector is used. It searches for 
motion absence using the between frames difference. If the 
absence of motion is present in a sequence of consecutive 
frames for a time period longer than a predefined threshold 
value, the gesture recognition procedure is performed. 

1.3 Hand gesture recognition 

The algorithm for hand gesture recognition assumes that 
target object occupies the entire image. It takes into consid-
eration human body proportions and is based on histogram 
analysis. The core idea is based on analyzing two kinds of 
histograms – horizontal and vertical histogram (shown in 
Fig.4.). 

 
Fig.4 Horizontal and vertical histogram of the detected 

human body 

 
By applying simple thresholding on the horizontal histogram  
hand areas and torso area can be easily classified and their 
length determined. Considering statistical assumptions 
about body proportions it can be determined whether the 
hand is raised or not. If the hand is not raised its width will 
not exceed some threshold value of torso’s width. Both 
experimentally and analytically it was proven that the thre-
shold value of 30% gives satisfactory results. If the hand is 
raised the vertical histogram is used to determine its exact 
position. In some cases the histograms may be cluttered 
with noise, which may be caused by light conditions or sha-
dows. Hence, two additional preprocessing steps of filtering 
are performed on the vertical histogram: 
 Values, which are lower than a defined threshold per-

centage of the maximal histogram value, are removed. 
This takes care of some artifacts caused by shadows. 

 All the peaks except the highest one are removed. This 
removes strong shadows and other artifacts caused by 
the environment changing conditions. 

After these preprocessing steps the exact hand position is 
determined.  

2. Recognition techniques for HCI 

In [2] the researchers propose an approach based on fast 
segmentation process to obtain the moving hand from the 
whole image. The final algorithm is able to deal with a large 
number of hand shapes against different backgrounds and 
lighting conditions and to recognize the hand posture from 
the temporal sequence of segmented hands. As the basic 
sensor to capture gestures a webcam was chosen. 
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2.1 System Components 

The developed system is based on following processes: 

Initialization 

A visual memory is created in a start-up step and the recog-
nizable hand gestures are stored in it.  

Acquisition 

A frame from the webcam is captured. 

Segmentation 

Each frame is processed separately before its analysis: 
 The image is smoothed. 
 Skin pixels are labeled. 
 Noise is removed and small gaps are filled. 
 Image edges are found. 
After a blob (binary linked object) detection, the blob that 
represents the user’s hand is segmented. A new image, 
which contains the portion of the original one where the 
human hand was found, is created. 
 
Pattern recognition 

Once the user’s hand has been segmented, its gesture is 
compared with those stored in the system’s visual memory 
using three stage recognition process: 
 Kalman filtering process 
 Hidden Markov models 
 Graph matching 

Executing action 
In this process the system carries out the corresponding  
action according to the recognized hand gesture. 
 

An image acquired by a low cost web cam is corrupted by 
random variations in intensity and illumination. For this rea-
son a linear smoothing filter is applied in order to remove 
noisy pixels and homogenize colors. Best results were 
achieved using a mean filter. To normalize the color ap-
pearance a lighting compensation technique that uses “ref-
erence average” is used. The normalization operation sub-
tracts the average of the whole image from each pixel color 
band (R, G, B) so that the odd colored images, for example 
reddish, are turned into more natural images.  

Once the initial image is smoothed and normalized, a binary 
image is obtained in which every white pixel represents a 
skin-tone pixel from the original image. Blobs are groups of 
pixels that share the same label due to their connectivity in a 
binary image. After a blob analysis all the pixels that belong 
to the same object share a unique label. The developed 
system locates the user’s hand using global features availa-
ble for every blob, however it must be informed whether the 
user is left or right handed.  

2.2 Hand gesture recognition 

Gesture recognition is achieved using three stages (levels). 

 
Level 1 (Kalman filtering process) 

At this level the unknown gesture is projected into the ei-
genspace created during the Initialization phase, where all 
gestures from predefined alphabet were mapped onto a 
point. By finding the Euclidian distance of the point of the 
unknown gesture to all the representatives in the eigen-
space a set of potential nearest representatives is deter-
mined. This group of gestures starts with the same shape as 
the unknown gesture and is passed to the next level. 

 
Level 2 (Hidden Markov models) 

By projecting the input gesture into the second common 
eigenspace (formed in the second phase of the Initialization 
process) the nearest sequence of symbols is extracted. The 
trained HMMs of the gestures forwarded from the first level 
are employed to calculate the likelihood of the extracted 
sequence. One can consider the HMM that results in the 
largest likelihood as the best match. The correct gesture has 
either the highest likelihood or a small deviation from the 
highest one. So, a well-chosen threshold gives a few ges-
tures with a small deviation from the greatest likelihood. 
These are chosen to be compared carefully with the un-
known input gesture. 

 
Level 3 (Graph matching) 

By projecting the unknown gesture into the eigenspaces of 
the selected gestures the authors try to find the best match. 
The projections of the gesture in the subspaces form the 
individual manifolds. Each manifold is estimated by a graph. 
Therefore, there are two graphs in every subspace. 

3. Wireless robot control 

In [3] the authors developed an algorithm for robot control 
based mainly on histograms. It is able to recognize static 
hand gestures with HSV color spaces as major parameters. 
Their experimental results are very encouraging because 
the system produces real-time responses and highly accu-
rate recognition with various gestures used under different 
lighting conditions. A wireless camera is used to capture the 
hand gestures which are then registered, normalized and 
feature-extracted. Gestures are used to control a wireless 
robot which comprises of Zigbee module for receiving data 
from a remote personal computer. MATLAB is used 
throughout the project for real-time data processing, classifi-
cation and controlling the robot by data transferred from the 
system. Once the user’s hand gesture matches the pre-
defined command programmed in the MATLAB environ-
ment, the command is issued to the robot control unit (AT-
MEL 89C52 Microcontroller) via a serial port. If an unknown 
gesture is issued, the system rejects it and notifies the user. 
Threshold filtering is applied to remove the non-skin compo-
nents. The major advantage of the authors’ approach is that 
the influence of luminosity can be removed during the con-
version process. Segmentation is then less dependent on 
lighting conditions. 

 3.1 Gesture alphabet 

Currently, the developed system needs only a few seconds 
to analyze the user’s hand in order to determine the thre-
shold value for skin segmentation and store it. The authors 
invented a set of gestures that are distinct from each other 
and easily recognizable by the system. The first gesture 
needed to initialize the hardware is Start followed by Front – 
these two gestures cause the robot to start and move for-
ward. Any command from a predefined library can be issued 
randomly, however if the commands are not shown in a 
logical manner, a proper course of action cannot be taken.  
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Fig.5 Hand gesture alphabet 

3.2 Gesture normalization 

The researches have given significant attention to the skin 
detection problem. Detecting skin-colored pixels has proven 
to be challenging for many reasons. The appearance of skin 
in an image depends on the illumination conditions and the 
choice of the color space affects the performance as well. In 
any given color space skin color occupies a part of it (usual-
ly called the skin color cluster) and can be a large region in 
the space. Another challenge comes from the fact that many 
objects in the real world, such as wood, leather, hair, sand 
can have skin colors. Skin detection depends on locating 
skin-colored pixels, therefore its use is limited to color im-
ages. It is not useful with gray-scale, infrared or other types 
of image modalities that do not contain color information.  

Gesture normalization is done by the well-known morpho-
logical filtering technique – erosion combined with dilation. 
The output of this stage is a smooth region of the hand that 
is stored in a logical bitmap image. Image normalization is 
implemented using the morphological function available in 
MATLAB.  

 
Fig.6 Smooth region output of the Morphological  

filtering technique 

    

  The purpose of edge detection in general is to significantly 
reduce the amount of data in an image, while preserving the 
structural properties to be used for further image 
processing. Authors used the Canny edge detector to 
achieve noise reduction caused by lighting conditions. 

 
Fig.7 Steps involved in Canny edge detection  

 

 
Fig.8 Smooth region output using Morphological  

filtering technique and Canny edge detector 

 

 3.3 Gesture recognition 

Hand gesture recognition is carried out by improved cen-
troidal profile created after proper gesture normalization as 
described in 3.2. Centroidal profile expresses a detected 
object with a set of vectors describing its contour. An algo-
rithm computes the centroidal profile of the acquired gesture 
and compares it with a profile of an ideal object to recognize 
similarities. In the case of hand gestures every pixel of the 
contour is used to compute normalized distances. Chain 
code expresses the contour of an object with predefined set 
of vectors, moving along the edge of the object and eva-
luates the boundary. In the algorithm developed by the au-
thors 8 directional codes are used.  
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Fig.9 Center of gravity of various hand gestures 

 

3. Conclusion 
This article describes three distinct algorithms used to con-
trol robots with hand gestures. It is not an easy task be-
cause successful robot control requires real-time solutions. 
The research teams have managed to develop algorithms 
with quite high successful rates. Each approach is original 
and can serve as an inspiration for further development of 
hand gesture based algorithms in the field of robot control.  
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Robotic middleware         
based on protohreads 

Michal Bachratý, Peter Hubinský 

Abstract 
Robots are based on lot of different hardware and software components. These 
components must communicate together with one common language to achieve one 
robotic application. Robotic middleware provide way to glue hardware components 
together. Components of robotic middleware communicate with one common com-
munication protocol that enables application written in different languages or sys-
tems to communicate together. So that middleware helps system developers to 
composite large robotic applications without need to program all components. This 
paper presents new communication middleware based on protothreads. Prototh-
reads provide linear code execution for event-driven systems implemented in C, 
sequential flow of control without complex state machines or full multi-threading and 
work under or without an underlying operating system. Because protothreads and 
middleware communication protocol is easy to implement, presented middleware 
can be put into 8 bit microcontroller with only 1KB RAM.  

 

 
Introduction 

Sensors and technology changed during the last ten years. 
Sensors include communication interfaces with data signal 
processing embedded on complex control units designed for 
specific purposes or designed as universal units. This step 
simplify system development, but each sensor or specific 
hardware from manufacturers have own communication 
protocol. Data output identical sensors from different manu-
facturers can be identical. Therefore it seems made uniform 
communication platform, which unloads developers from 
difficult programming of sensors communication protocols.  
Similarly, analog sensors can have similar interfaces as 
digital sensors.  Robotic system consists of huge number of 
components.  If we can take only space navigation and 
obstacle detection, sensors like ultrasonic camera or infra-
red are base. Robot navigation can be realized by different 
kinds of algorithm. All sensors, actuators and algorithms 
must communicate each other. Robotic constructor must be 
familiar with lot of technologies for creating complex robotic 
system. In the last time, research and development in robot-
ic systems is focused on unit software architecture – mid-
dleware, where different devices, software algorithms mod-
ules, control units can talk together with common language 
– protocol.  An advantage of uniform software is modular 
programming and possibility of code reusing.  Modules 
communicate with other directly through inter-process com-
munication on one processor or through different busses 
like Ethernet. Presented communication platform permits 
add or remove modules and devices while running system. 
The core of architecture is implemented in C language and 
so it can run on 8bit microcontroller with 1kB RAM and 16kB 
ROM. Code has only few hardware depended function, 
(communication, timer and loader) and can be easily ported 
to many platforms. All devices are precisely time synchro-
nized, with 10us precision. Due to that the sensing of differ-
ent sensors placed on different devices or different robots 
can be done and data can be fused from different places. 
This advantage can be used for sound processing or sound 
localization. Devices can also communicate wirelessly. 
Therefore multi-robot communication and swarm robotic can 

be easily created. Next paragraph roughly describes exist-
ing open-source robotic middleware initiatives.  

 

Existing robotic middlewares 

There are many robotic middleware, control architectures 
and development tool kits in use toady. Lot of them is freely 
available and distributed as open-source. Some open robot-
ic middleware capable of implementing multi mobile robot 
system are described in the new few lines of this paper. The 
Orocos [2] project - middleware was developed specifically 
for industrial robots as platform for building modular frame-
work for robots and machine control. The middleware is 
organized in to four libraries- i. the realtime toolkit (RTT), ii. 
Kinematic and Dynamics library (KDL), iii. The Bayesian 
Filtering library (BFL), iv. Orocos Component library (OCL). 
These libraries are implemented in C++.  Another important 
toolkit is CARMEN [3], it is one of the most extensively used 
software in robotic research. It offers distributed collection of 
modules organized as three layered architecture. The hard-
ware management layer/ base layer govern components 
interaction and control as well as presenting abstract inter-
faces to base and sensor systems. Navigation primitives are 
handled by the Navigation layer while the top layer is for 
high level task implementation. Modules communicate with 
each other over IPC (Inteprocess communication) protocol. 
This tool did not make the cut because it tailored for single 
robot systems. Humanoid robot uses YARP (Yet Another 
Robot Platform), is a multi-platform open-source framework 
that supports distributed computation. The main design 
focus is on robot control and efficiency [4]. It provides a set 
of protocols and a C++ implementation for inter-process 
communication on a local network. The ROS (Robot opera-
ting system) specification is at the messaging layer. Peer-to-
peer connection negotiation and configuration occurs in 
XML-RPC, for which reasonable implementations exist in 
most major languages [5]. To support cross-language deve-
lopment, ROS uses a simple, language-neutral interface 
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definition language (IDL) to describe the messages sent 
between modules. The IDL uses (very) short text files to 
describe fields of each message, and allows composition of 
messages. Code generators for each supported language 
then generate native implementations which “feel” like nati-
ve objects, and  are automatically serialized and deseriali-
zed by ROS as messages are sent and received. ROS is 
designet as  microkernel, where a large number of small 
tools are used to build and run the various ROS compo-
nents. Urbi [6] is fully-featured SDK with environment for 
programming to orchestrate complex organizations of com-
ponents. It relies on a middleware architecture that coordi-
nates components named UObjects.  The URBI platform is 
based on client/server architecture, built on top of a new 
programming language called URBI. Urbiscript is a scripting 
language that can be used to write orchestration programs. 
CORBA, RT-Middleware or openHRP objects can also be 
seen from within URBI, like in fact most existing distributed 
object architecture, thus making URBI a central platform to 
integrate various technologies.  

 

Protohreads & modules scheduling 

Protothreads are extremely lightweight stackless threads 
designed for severely memory constrained systems [7]. 
They provide linear code execution for event-driven systems 
implemented in C, sequential flow of control without com-
plex state machines or full multi-threading and work under 
or without an underlying operating system. Only two bytes of 
memory is needed to work with protothreads. This attribute 
bring hardware independency and easy thread schedule. 
Because no thread stack is present, variables must be de-
fined as static. Middleware is based on protothreads, where 
each module own one or more protothreads. Next figure 
describes modules scheduling functionality. Thread manag-
er runs Pthread1 – module1 main function. Each prototh-
read function starts with PT_BEGIN() statement and finish 
with PT_END(). Pthread1 runs while PT_WAIT_WHILE( 
condition1 ) statement isn’t reached. If condition1 is true, 
Pthread1 is released returns and afterwards thread 
Ptrhead2 bonded with module 2 starts running. Because this 
tread waits in last scheduling cycle, Pthread1 switch to 
PT_WAIT_WHILE( condidtion2) and check condition. If 
condition is false, thread runs and finish with PT_END(). 
This mechanism is implemented with swich statement and 
therefore, no code overhead is added. Each module has 
own memory space allocated with init function and its thread 
operates under this allocated space.   

PThread1
PThread2
PThread3
.
.
.

PT_BEGIN()

PT_END()
PT_END()

PT_WAIT_WHILE( cond1. )

PT_WAIT_WHILE ( cond2. )

Thread Manager

PT_BEGIN()

 
Fig.1 Modules scheduling 

Communication principle and data binding 

Modules communicate by sending messages. At first, each 
module must have set its own address. The Address is 
composed of device address (specific hardware board or 

software board) and the last 8 bit define specific module. 
Afterwards binding of module’s data and synchronization 
should to be done. The mask address manager is the core 
of binding system, which monitors whether there are data 
assigned to specific module. Each module have DataIn 
buffer, where data are stored in memory as structure defi-
ned by C programming language. These data are described 
by special definition language and are written in JSON for-
mat. Figure 2 describe data set process. Device gets data 
with specified address of sender. If the address matches in 
MASK_ADDR_MANAGER, data set process is initiated. The 
data payload from the specific position of the data stream 
and the data length is taken from the receiver buffer. This 
data are copied or set by specific operation (Reset, And, Or, 
Xor) to DataIn module memory space at specific position. 
Positions and length are defined in process of data binding 
with help of configuring software. The variable HasData of 
module indicate new data and afterwards data operation 
should be done in module thread. When module wants to 
send data, communication new packet is created. But when 
data needs other module inside one microcontroller (or 
board), there is no need of data packet. Only specific data 
are transported through MASK_ADD_MANAGER. For con-
figuring and specific operations have modules command 
functions. 
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srcAddr;
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 Fig.2 Module data set & data binding principle 

 

Conclusion 

Lightweight middleware presented in this paper make use of 
protothreads to create robotic modular system. Protothreads 
adds new view to programming modular systems and 
enables programming system to be independent of hard-
ware architecture. Currently, the presented system works on 
AVR (8bit) and x86 computers under windows operating 
system. Within or future work we will tray to put architecture 
to ARM platform and write code in C++ for high power com-
puters. There is no support for scripting languages today. 
Development of complex robotic system requires lot of effort 
and therefore this architecture have success only if robotic 
teams will start to program modules for this architecture. 
This platform has some advantages: it is scalable, multiplat-
form without need of operating system; time synchronized; 
and so can be used for other applications in the industry. 
Another remarkable aspect which can be remarked is that, 
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this system can be used for swarm robotic. Swarm robots 
are low cost robots composed of low power microcontrol-
lers. This architecture is developed for lower expense for 
creating robotic system, where computing can be put onto 
low power microcontrollers. It might seem that minimalistic 
middleware architecture based on protothreads influences 
module programming comfort.  But in the reality, it is easy to 
make new module.  
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Simple juggler manipulator 

Stanislav Triaška, Milan Žalman 

Abstract  
The article deals with the description of manipulator whose task is to juggle - throw-
ing and catching manipulator.  The juggler manipulator is an open loop system with-
out the feedback information about the actual position of the flying object. The core 
of the movement system is the position control of a servo drive. There is a mathe-
matical model to set up desired parameters which are generated by the Master 
Generator to servo. 

Key words: Juggling, Position Control, Master Generator, Movement equation of 
juggling system,  

 
Introduction  

One of the possible ways how to use servo drives in attrac-
tive way is a juggling with flying objects. Those systems 
whose task is to juggle with objects, we called juggling ma-
nipulators or simply the juggler. The throwing and catching 
task using servo drive can be realized on many different 
ways.  

 
Fig. 1: The Ball Juggler 

Comparing the juggler system – which are in details de-
scribed in reference, their physical construction and the way 
it works we can divide into few categories: 

Degree Of Freedom (DOF): 
 1 DOF – these kinds of manipulators are the most sim-

plest; the physical construction is made by one servo 
drive; they can juggle only in one surface (x,y plane). 

 3 DOF – these kinds of manipulators can usually do 
more complicated kinematics task like 1 DOF manipula-
tors. 

 
 Workspace: 
 2D workspace – manipulators which can juggle only in 

one surface (x,y, plane). 
 3D workspace - manipulators whose task is to juggle in 

x,y,z planes. 
 
Actual information of flying object: 
 Closed loop systems - using the feedback information 

about actual object position (mostly used industrial high 
speed camera). 

 Open loop systems - working without the actual informa-
tion of the flying object, the basis of these kinds of sys-
tems are a mathematical model.  

 

Juggling algorithm: 
 Simple algorithm – throwing and catching algorithm, 

juggling in vertical axes  
 Cascade algorithm- one of standard algorithms to jug-

gling in 3D workspace[7] 
 Shower algorithm - one side of the manipulator is to 

throw an object and another side is only to catch the ob-
ject 

 Another algorithm – based on different mathematical 
models like those before.  

 

These papers describe our method to juggle with the servo 
drive system with one ball in one DoF (x,y surface) using a 
simple juggling algorithm which is shown on Fig.4. The 
juggler is designed with a juggling arm, whose task is to 
throw the ball, and catch the flying ball. The ball juggler 
system is powered by one servo drive. The system of the 
ball juggler is shown on Fig. 3. 

The papers are organized as follows: 

- Physical and mechanical description and communication 
between individual devices is described in section I in detail. 
The control implementation ball tracking regulation and 
servo-drive position regulation are also included in this sec-
tion of the article. 

- Setting up desired waveform parameters of the Master 
generator, the mathematical model of the simple juggling 
algorithm and the juggling algorithm is a part of section II. 

- The experimental part of the work and some results are 
shown on the section III. 

- Some topics for the future work, conclusion and references 
are placed in the end of these papers. 

I. The juggling system  

The juggler system consists of six separate devices, which 
are connected between each other. The illustration of the 
devices connection is shown on Fig. 2. 

The whole system is controlled by PC, by using program 
Matlab/Simulink. Communication card MF624 is installed on 
PC board and program Matlab can communicate with this 
card using the Real Time Toolbox. DGV700 frequency con-
verter can be configured to accept external torque reference 
provided by communication MF624 card. This torque refer-
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ence is output signal from the card and it is on range ±10V. 
This card is also used to process position signal from the 
converter which indicates the actual juggler shoulder posi-
tion. The actual arm position is given by the resolver which 
is part of the used drive. We used interface card build on 
frequency converter, which can emulate the incremental 
encoder-like the signal on its output. The drive shaft is con-
nected by the MPV 02 planetary gearbox, whose task is to 
increase the torque from PMSP brushless servomotor. 
Transmission of this planetary gearbox is 1:10 that means 
shaft of the servo is ten times faster than gearbox shaft. The 
juggling arm is fixed on the gearbox shaft. 

 
 Fig. 2: The system hardware and devices connection  

The mechanical ball juggler is the movement system without 
the actual feedback information about the actual ball posi-
tion. The control implementation and all juggling algorithms 
are based on the servo drive system position control. We 
made the model of the juggler in Matlab/Simulink. 

The juggler system is controlled by PIV controller. The input 
to the system is given by 4D master generator, whose task 
is to generate a signal to throw the ball with the arm, and 
generate the signal to catch the flying ball. Controlling with 
4D master generator is called feedforward control. The base 
of the feedforward (Master-Slave) control can be classified 
as stock control or the control through the model. 

 

 
Fig. 3: The mechanical ball juggler 

The task of master generator is to generate the desired 
waveforms of the state variables to make the juggling algo-

rithm. In our case state variables are (1.1):    position, 

d
dt



  velocity, 

* d
dt




  acceleration, 
*

* d
dt
   

jerk. 

* * *, , ,       V  (1.1) 

 

The method of pole-placement is one of possible methods 
to design parameters of PIV position controller. This means 
that by desired dynamics of system we choose the poles of 

the characteristic polynomial. By comparing the characteris-
tic equation of closed control circuit of the actual transfer 
(1.2) and the transfer of the desired polynomial (1.3) in the 
same square we get parameters of the regulator (1.4). 
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 J  -Moment of inertia of the system 
 B  -Viscous friction  
  - Dumping coefficient 

  k - Shift of the pole on the real axes 

 0 - Bandwidth 
 P,I,V – Parameters of position controller  
 

To control a flying ball we need to design a desired signal of 
the state variable generated by the Master generator.The 
state variable has to correspond to movement equations of 
the mathematical model of the transversal throw. 

II. Simple juggling algorithm 

The juggling algorithm is based on the mathematical model 
of the movement equations which are described by the 
Newton’s law of motion. In this section we will show a 
movement of the ball in 2D surface.  

The descriptions of these equations come from the physical 
model of the flying object – transversal throw, which can be 
explained by the Fig. 4 (c,d). 

 
Fig. 4: Simple juggling algorithm (throwing and catch-

ing algorithm) 

 

Assuming the ball is moving in the gravitational field of the 
well-known starting position [x0, y0], in the parallel surface 
with the vector of gravity acceleration. To simplify the model 
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we did not take into account the effect of the air resistance 
on the flying ball. II Newton motion law for x, y coordinates 
is given by the (2.1) equation. 
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Solving these two equations we get the actual ball position 
and the velocity of the flying ball. 
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Comparing the juggling algorithm we can divide algorithm 
into five separate parts: 
 Juggler is in stationary state (Fig. 4.a) 
 Swing to starting position (Fig. 4.b) 
 Accelerate with the arm and throw the object (Fig. 4.c) 
 Catch the flying object (Fig. 4.d)  
 Decelerate the movement of the flying object, and swing 

to the stationary position (Fig. 4.e) 
  
For all of these juggler states we need to design desired 
waveform parameters of the servo drive. On the Fig. 5 it is 
shown the way to set up parameters of the Master generator 
to throw the ball from the starting position to the final catch-
ing position. 
 

 
Fig. 5: Setting desired waveform Master parameters 

 

The arm movement can be divided into six parts:  
 The first part 10 t t  , arms start to move (start to acce-

lerate), compare with Fig. 4.c 
 Arm moves with constant acceleration 

1 2 maxt t t      
 Setting time to maximum velocity 

1 34 max0 ,t t        

 Moving with constant velocity 3 4 maxt t t      

 The throwing ball time, and throwing angle 
5 5;t t     

 Desired master angle setting *   

The ball has left the basket in the time when the arm starts 
to accelerate in reverse direction to set the desired position, 
when generator is set on value 5,g     . 

The desired master angle can be set as: 

 5 3 45*       (2.3) 

Or: 3 34* 2     (2.4) 

Where: - 5  is a desired angle for throwing the ball 

3 1 12 23       (2.5) 
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From equation (2.5) to express 34  and equal with (2.6) we 

get the 4t time parameter (2.7), and 5t - throwing time para-
meter. 
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Those are all the necessary parameters needed to set 4D 
master generator to throw the ball to desired angle with 
desired velocity. The desired waveform Master parameters 
needed to catch the flying object we designed the same way 
like the parameters for throwing the object. 

III. Experimental results 

Juggling and master generator were tested on the juggler 
system with two juggling algorithms. The basis of these two 
algorithms was simple juggling algorithm for throwing and 
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catching a flying ball. The first algorithm was simple throw-
ing from one side of the juggling arm and catching a flying 
ball on the other side of manipulator (Fig. 6 and Fig. 7). 

The second algorithm was the same as the first one but with 
the arm rotation of 180°.  

 

 

Fig. 6: Simple juggling algorithm 

 

The juggler arm swings with a slow motion to the start posi-
tion in the time:    0 0.7s t s   with low veloci-

ty  max 1.5 /rad s  . 

 
Fig. 7: Comparing the velocities 

Comparing this graph and picture shown on Fig. 7, we can 
see that the maximum velocities of the flying ball are in the 

times      1.33 , 5.1 / , 0 /X Yt s V rad s V rad s   , and at 

the  3.63t s . In these times the ball is thrown from the right 

and left side of the juggler shoulder. The desired velocity for 
throwing the ball was set on value  * 5.1 /rad s   

The juggling algorithm with the arm rotation of 180º is 
shown on the Fig. 8. The velocity of the juggler arm is 
shown on the first graph. Comparing the actual positions 
between the ball and the juggler shoulder is shown on the 
graph below in the same picture.  

 

 
Fig. 8: Juggling algorithm with arm rotation of 180º 
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The ball is thrown and left the basket at  1.17t s , after 

0.1s the arm starts to rotate 180º and catches the flying ball 
at the same time as in the first algorithm (t=2.15s). 

Conclusion and future work 

The papers described juggling manipulator whose task is to 
simple juggle with the ball in x,y surface. The manipulator is 
made by 1DoF. The base of the juggling manipulator is the 
positional control of the servo drive system, which manipula-
tor is powered by. The simple juggling algorithm comes from 
transversal throw, and can be described by II Newton’s low 
motions. In experimental parts of this work we show some 
simulation results, which were tested on the real juggler 
manipulator. The ball position and velocity were numerically 
calculated because we don’t have any feedback information 
of flying object.  

The future work will be more focused on intelligent control of 
the ball juggler, and advanced juggling algorithms. 
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Service robots 

František Duchoň, Ladislav Jurišica, Marián Kľúčik, Anton Vitko 

Abstract 
The paper presents a definition of a service robot, describes classes of service ro-
bots, their applications, components and basic control methods. Besides, the statis-
tics of their applications and the concrete realization of the service robot are in-
cluded. 

Key words: Service robot, localization, navigation, subsystems 

 
Introduction 

Robots can be classified into various classes depending on 
their construction and utilization. One of possible classifica-
tion distinguishes only two main classes: the industrial and 
service robots. The industrial robot is characterized as 
a multipurpose programmable manipulator with an automat-
ic control of three or more motion axes, which can be fixed 
either on the ground or on a mobile platform. (Robotic In-
dustries Association [1]).  The service robots may be further 
divided as personal or professional ones. Internal Federa-
tion of Robotics [2] characterizes mobile robot as a robot 
which in a semi or fully autonomous regime provides a ser-
vice useful for people and devices but without manufactur-
ing operations. The tasks are often dangerous, uniform, dirty 
or “dull”. 

Personal service robots (households, aid, entertainment...) 
constitute a new part of service robotics in which the area of 
the so called socio-interactive robotics is highlighted. Ac-
cording to the one of several definitions, a social robot is an 
autonomously moving  mechanism equipped with sensors, 
actuators and interfaces communicating with people in ac-
cord to the protocols reflecting both the robot and environ-
ment properties, while regarding  the people’s needs. 

 
Fig.1 Statistics of the number of service robots (IFR 

Statistical Department). 

Applications of service robots 

The paper is focused on the so called professional service 
robots, where the issues of personal robots and require-
ments of the social robotics are only partially included. The 
possible applications of the service robots (Robotics & Au-
tomation Society [3]): 

Cleaning & Housekeeping Edutainment 
Humanoids Humanitarian Demining 
Rehabilitation Inspection 
Agriculture & Harvesting Lawn Mowers 
Surveillance Medical Applications 
Mining Applications Construction 
Automatic Refilling Guides & Office 
Fire Fighters Picking & Palletising 
Food Industry Search & Rescue 

The service robots are complex technical devices able to 
interact with the environment. [4] As a rule their construc-
tions resemble mobile manipulators.  The basic task of the 
service robotics rests in the robot localization and navigation 
in a space.  To fulfil the definition there is a needed to equip 
the robots with sufficiently complex sensor subsystem and 
powerful control system. The necessary parts are a mobile 
platform and a manipulation mechanism. Variability of actual 
realizations is related to the robot’s application area. [10, 11] 
Regarding the appearance and abilities, the humanoid ro-
bots are similar to humans and they are frequently consi-
dered to be on the top of service robotics. One of them, the 
robot Robonaut 2 is prepared for use on orbital station ISS. 

The localization and mapping belong to the basic problems 
of the service robotics. [6, 7, 8, 9, 11] Knowledge of the 
robot localization and representation of the environment is 
needed in many applications. The task is solved differently 
for out-door and in-door robotic applications. Which solution 
is adopted depends on the environment complexity and the 
way of data representation.  A suitable method is the SLAM 
method (Simultaneous Localization and Mapping). It uses 
Kalman filter, Markovian localization and precise GNSS 
(Global Navigation Satellite System). 

For the task of motion control inside the environment the 
local or global navigation methods may be applied. While 
the reactive (or reflex) control is mostly considered for local 
navigation, the global methods allow for planning and opti-
mization. Putting both methods together may set up prere-
quisites for an optimal operability with respect to the chang-
ing environment. 

Further widening of possible applications of the service 
robotics rests in using them in the groups of cooperative 
robots. Such systems allow for mutual learning and, in such 
a way, reaching better qualitative behaviours. Such a group 
then operates on the basis of so called distributed intelli-
gence. Possible inspirations can be taken from biological 
systems, theory of artificial life and the like. 

The operating industrial robots are commonly separated 
from the people by fences. Contrary to that, the service 
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robots operate in environments where the presence of 
people is natural. This calls for need of taking special meas-
ures with regard to choice of the sensors, control system, 
but also the whole structure of robot control.  

 The Figs. 2 and 3 show the trends in service robotics with 
respect to the number of installed robots and their technolo-
gical level. 

 
Fig.2 Number of profesional service robots in various 

areas (IFR Statistical Department [3]). 

 
Fig.3 Trend in service robots technology (SRI Consult-

ing Business Intelligence [5]). 

Control tasks of a service robot 

Considering the control view, the service robots can work 
either in a partially autonomous or fully autonomous regime, 
while from the energetic view they commonly work autono-
mously. The working regime determines complexity of the 
sensor, control and communication systems, as well as the 
methods and algorithms used.  The fully autonomous sys-
tems can solve the most complicated tasks, but their hard-
ware and software may become extraordinary complex and 
the cost may be high. 

A compromise, which is in praxis often absolutely sufficient, 
rests in using a tele-control with automated routine tasks.  
The simple systems can work on the basis of local informa-
tion about the environment. But, for the reasons of compre-
hensive information required by the operator, the better 
systems are those which work with global information, 
namely the global map. The map may be known in advance, 
but in the most instances the system builds it on the basis of 
sensor information. Another variation may use landmarks 
that simplify the robot localization and navigation. 

The common sensors allowing environment mapping are 
the odometry, ultrasound, infrared and visual sensors, laser 
rangers, accelerometers, GPS measurement systems and 
gyroscopes. The information fusion also comes into play. 

The communication operator – robot can be done by a joys-
tick, keyboard, voice, eye or head movement etc. Also emo-
tionally based communication, like the gestures or the voice 
intonation may come into consideration. For the system  
robot-operator and robot-robot also other types of communi-
cation may come in handy. 

The environment state is commonly visualized on a monitor, 
stereo glasses and other devices. In case that both the 
environment map and sensor information is used, the so 
called mixed reality, aggregating various pieces of informa-
tion into integrated information is a recommended solution. 
In spite of it, the robot control requires significant expe-
rienced operator. Therefore, from the aspect of the opera-
tional safety and certainty, the systems securing an auto-
nomous observation of the robot moving towards the goal 
position in a cluttered environment are demanded.  Such 
autonomously operating systems make the operator tasks 
noticeably easy and increase the global system safety. 

Regarding the reliable functioning, an important group of 
sensors belongs to the introceptive sensors delivering in-
formation about internal variables, like voltages, currents, 
temperatures, inclinations and the like. 

Description of the service robot MR VK 

The service robot is commonly built on a mobile platform. 
The hardware configuration consists of mobile robot MR VK 
and the operator station with a powerful PC. No additional 
computer is installed. The only additional equipment 
is gyroscope Crosbow IMU330CC, which is used for accu-
rate determination of the robot location.  The robot is mani-
pulated from operator’s station through the wifi net. The 
mobile robot together with the installed control computer 
works as a server to which it is possible to connect and, in 
accordance to the defined protocol, the operator can deliver 
various instructions. The video signal is sent in an analogue 
form into operator’s computer where, using a videograber, it 
is further processed by a higher control level. Higher control 
level can either visualize the image and sensed data to 
operator or perform the data processing per se. 

The control is divided into two layers. The control system on 
the low layer has implemented means for measuring odo-
metric data, parsing data form laser scanners, switching 
on/off the instruments, controlling robot motion, stopping the 
robot in an automatic regime and routing/switching signals. 
Within the data parsing it is performed a simple filtration. 
There are pre-prepared algorithms for measuring odometric 
data coming from the laser scanner. From among the mo-
tion instructions the following ones have been implemented: 
 Motion to XY coordinates in accordance with a given 

coordinate system 
 Setting the robot velocity and speed difference between 

left and right robot side (the robotic platform is controlled 
by the wheel slip) 

 Setting the speed of the left and right side 
 Setting the distance and the direction of the motion 

On the top of this, the following commands are imple-
mented: 
 Zeroing the relative position 
 Zeroing the current rotation 
 Request for the data 
 Instrument calibration 
 Switch AUTO/MANUAL 
 Governing the camera 

The control system of the high level processes and sends 
signals from the operator or module of autonomous control 
to the low level. So far the module of autonomous control 
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has been switching on exclusively by the operator and the 
robot performed some planned automatic operation (at 
present only the robot motion initiated by the commands 
listed above). Various supporting functions are implemented 
and tested in the operator module. The visualization of all 
data coming from the instruments as well as the image 
visualization at the operator’s panel (created by a PC 
equipped with a card for image digitization) is also possible. 

The second complex module is a module of automatic con-
trol. It allows for controlling the robot function. The operator 
may or may not track the robot activities. In case of non-
appropriate intervention the robot can require a correction 
from operator or stops functioning. The following variants 
were realized: 
 In case of the transfer based on inner coordinate system 

the robot control runs within the framework of the own 
coordination system.  The task is implemented into the 
own sub-module while considering data from other sub-
modules. The functions of  signalization of the presence 
of an obstacle, the robot stop in front of the obstacle, the 
signalization of reaching a specified location and the ob-
stacle avoidance are activated in the autonomous re-
gime. The transfer from the site A to site B w.r.t the de-
fined coordination system was also implemented. The 
system is prepared for implementation of a state auto-
maton which would be able to respond to certain situa-
tions.  

 In case of the transfer based on the map the implemen-
tation of an appropriate module is conditioned by the 
successful solution of some problems.  These problems 
have been solved within their own sub-modules, like the 
module of planning trajectory in a local map, the module 
of localization in the map based on odometric measure-
ments of several instruments and the localization module 
based on a visual system. The system utilizes a simple 
mapping. The endeavour focused on upgrading the 
mapping algorithms was exerted and the basis of the  
environment representation module was laid. 

 
Fig.4 Block scheme of service robot 

In fig. 4 there are depicted the following blocks: 

The hardware - a block specifying the configuration. Every 
hardware element in the system of the mobile robot is im-
plemented as an independent object, which, in need can be 
easily removed from the main programme. The following 
objects were implemented: the gyroscope Crosbow 
IMU330CC, the bus RS422 (as a basic form of robot con-
trol), laser scanner HOKUYO, and control of camera SONY, 
GPS (various configurations of the sentences from the sen-
sor are considered), compass OceanServer 5000. The 
hardware classes are based on the possibilities of commu-
nication with hardware. One can say that every single cable 
represents a class, therefore e.g. within the class RS422 the 
communication with motion drivers (MotorControlBoard right 
and left), SensorBoard, MainControlBoard is completely 

elaborated. The defined classes are parts of the class Robot 
and their methods are exclusively called from the thread 
Robot. 

The thread Robot of lower level - within which the time mea-
surement, communication with hardware and data distribu-
tion into particular levels is solved. In this thread it is solved 
also the state machine of the mobile robot, which still should 
be revised from the aspect its possibility to implement ele-
ments of artificial intelligence. Various states of the mobile 
robot were considered and the following three of them have 
shown to be relevant: 
 The initialization state - the hardware is tested whether it 

communicates or not. If it communicates it is configured 
with respect to the actual control purposes and subse-
quently it is tested for delivering expected data. 

 The state of automatic/manual control – it is a set of 
states in which the  commands of the high level  are ex-
pected, namely the motion commands, camera rotation, 
and on/of switching the instruments. To every activity 
within which there are solved various problems is as-
signed a particular state. The current implementation 
does not allow for the robot to be in various states at the 
same time. From the aspect of reliability that currently 
seams to be a passable solution. 

 The de-initialization state – it is mostly employed in case 
of the weakly charged battery. All instruments are 
switched off and battery should be exchanged. 

The thread Comm-server of lower level – the communica-
tion protocol for communication with higher level. At present 
only one connection is possible, but in the future it can be 
widened to several connections. For instance, through one 
port it will be possible to send control commands to the 
mobile platform and  through another to control other devic-
es, let say the camera. 

The thread Computing of the lower level accepts raw data 
from the laser scanner which are parsed in the thread. A 
method for odometry of laser scanner data has been imple-
mented. 

The thread Com-client of higher level implements a commu-
nication protocol with lower level. Possible communication 
blackouts are indicated to the operator. 

The thread Robot of higher level – similarly to lower level, 
solves the communication with potential hardware (GPS and 
supplementary laser scanner). Also the state machine is 
here designed similarly to lower level. 

The thread Interface with blocks joystick, key board, monitor 
displays pieces of information on the monitor and processes 
inputs form operator (joystick, key board) 

The thread Com-server of higher level is now prepared for 
communication with other systems, e.g. a group control; 
supplementary systems of image processing, inputs form 
the unit of voice processing. The robot is shown in fig.5 
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Fig.5 Service robot MRVK on a mobile platform 

Conclusion 

The described robotic system allows for verification and 
validation of several variants of the hardware as well as 
various structures of robot control.  Due to the professional 
robot equipment it also allows for analysis of the behavioural 
properties and their reproducibility.  
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A conceptual design of the         
self-reconfigurable mobile robot 
Wheeking 1 

Róbert Surovec, Michal Kelemen, Martina Vacková, Ivan Virgala 

Summary 
This paper deals with the conceptual design of a self-reconfigurable mobile robot, 
which can be able to transform its undercarriage from wheeled to walking in depen-
dence on terrain. It describes a development progress from early stage of construc-
tion process via necessary calculations to CAD model. These steps are made for 
creating an exact robot, which fulfill requirements set on self-reconfigurable mobile 
robots. In early stage of construction process the diagrams for visualization of com-
ponents and their functions were made. Calculations were divided into analysis of 
wheel undercarriage and walking undercarriage. Then the CAD model in SolidWorks 
2009 was created for a motion analysis. Based on these steps a prototype was 
designed, which nowadays serves as a didactical tool. 

Keywords: Robot, Reconfiguration, Undercarriage, Obstacle 

 
Introduction 

Many people think robotics is a modern science, but it is a 
very old discipline. It has origins in the ancient world and in 
the present we recording only its advancements. There are 
many types of robots. Some of them being developed for 
floating underwater, the other ones have undercarriages for 
terrestrial locomotion, but some are able to fly. Nowadays 
the designers are trying to build robots, which could trans-
form one type of undercarriage to another. 

One of these self-reconfigurable mobile robots is WHEEK-
ING 1, developed on the Faculty of Mechanical Engineering 
at Technical University of Košice. It can turn a wheel under-
carriage into a walking undercarriage when the obstacle 
appears in front of it, which is unbeatable by its wheels. 
During the design process it is necessary to fulfill require-
ments set on mechanism with two mentioned undercarriag-
es, as the low dead weight, relatively high load capacity, 
ratio ordered dimensions, good maneuverability, safety 
crossing of obstacles, resistance to environmental influ-
ences, conduct intelligence, single and positive control, 
power independence for the duration of operation onset and 
the operation simplicity as well. To achieving these crite-
rions we had to realize a series of operations from early 
stage of construction process to necessary calculations. 

Early stage of construction process 

For visualization of robot components and interactions be-
tween them the model of a problem area in UML language 
(Fig.1) was created. In this block diagram we can see that 
WHEEKING 1 consists of body and undercarriage. In the 
body there are components like control unit and power 
supply. The undercarriage composed of upper and lower 
legs, driven by lumbar- and knee joints drives. On the end of 
each leg there are wheels.  

Interactions between the robot and user is important too, 
therefore a facilities models in MSC language are needed to 

make. These diagrams are helpful tool for describing the 
services for environment and provide analysis of the robot 
behavior at turn on, turn off, move on, stop and reconfigur-
ing commands settings. 

 
Fig.1 Model of a problem area in UML language 
 

A mechatronics system control is a very important aspect 
and therefore the system-level description of the robot logi-
cal behavior was made by SDL language. It helps to ana-
lyze the signals responsible for system behavior in the feed-
back control circuit. It can be seen that the user 
programming the control unit through the user interface. 
This unit regulates the actuators, which positioning are 
sensing by position sensors. These information are eva-
luated in the control unit and make corrections of the re-
quired value [1].     
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Within the frame of the principled design three various solu-
tions in kinematic structure form were proposed. Based on 
the power, geometric, financial criterions and also precision 
criterion the optimal solution was chosen (Fig.2). In the 
following steps of the design progress it was focused on this 
solution. 

 
Fig.2 The chosen kinematic structure of Wheeking 1 

Necessary calculations 

For the gravity forces determination of each component it is 
necessary to calculate their weights. The Lexan polycarbo-
nate with thickness of 4 mm has been selected as a con-
struction material. Subsequently the calculations of torques 
in each joint were made for the drive selection. Based on 
the largest value of torque, which in the lumbar joint is 
0,0397 N.m, the Hitec HS-55 Micro Servo Motor with torque 
0,11 N.m was selected as an actuator. 

Hypothetically the robot mostly would be use the wheel 
undercarriage and therefore the calculation of propulsive 
force FH  was realized. This force is defined as a summary 
of all driving resistances (1), which affect against the direc-
tion of motion. 

pzsfH OOOOF    (1) 

At first the rolling-resistance force Of  was determined: 

robotf GfO .   (2) 

where f is a friction coefficient and Grobot representing the 
gravitational force of the entire robot. 

Next the climbing resistance Os was calculated (Fig.3): 

sin.robots GO    (3) 

where α is a climbing angle. 

 
Fig.3 Forces in climbing resistance calculation 

Acceleration resistance Oz: 

1.. amO robotz    (4) 

where   is an acceleration coefficient, mrobot represents the 
robot weight and a1 is its acceleration. 

An obstacle crossing resistance Op  is very important too 
(Fig.4): 
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The lsf is a distance between the front surface of the robot 
body and centre of gravity, u is distance between frontal 
wheels and front surface of the body, μα represents an ad-
hesion coefficient and ξ is the angle of contact between the 
wheel and the edge of obstacle. 

 
Fig.4 A model of the obstacle crossing resistance 

 

The examination of the robot was planned in the interior to 
get knowledge of its possibilities [2]. Using the propulsive 
force a velocity, acceleration and also a time were calcu-
lated after the trajectory of 1 m passed by wheels (Fig.5). 
The velocity was considered as zero in the initial position. 

 
Fig.5 A model for kinematic parameters calculation 

 

Using Newton´s second law of motion firstly the acceleration 
a1 was obtained: 

gf
m
F

dt
dv

aa
robot

Hy
y .1    (6) 

By integration of equation (6): 
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the time t1 was obtained: 
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After extension of equation (6) by convenient unit: 
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and by its integration: 
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The robot velocity v1 was obtained: 
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A kinematics analysis of the walking undercarriage was 
carried out using the Denavit-Hartenberg method. Because 
of self-reconfigurable mobile robot symmetry a one quarter 
part of the model was considered during the calculation 
(Fig.6). 

 
Fig.6 One quarter of the robot model for kinematic        
          analysis 

From the Fig,6 the Denavit-Hartenberg matrix Tb was ob-
tained: 
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which includes the elements of position vector: 
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By derivation a velocity of the endpoint, i.e. the wheel ac-
cording to centre of gravity was obtained [3]. 

Mobility analysis of the CAD model 

Another stage of the conceptual design was mobility analy-
sis, which was realized on the CAD model (Fig.7) in Solid-
Works 2009 environment. It helps to get a motion simula-

tion. During a wheel undercarriage motion only the wheel 
drives will be active. A differential control and a lumbar joint 
inching were considered at the act of direction changing. A 
reconfiguration was simulated by lift off the legs under the 
robot body by reeling of lumbar- and knee-joints. It caused 
the body lifts up from the ground. At the same time the 
wheels turns over from its treads to side discs. Then the 
advance reeling of legs to the direction of movement fol-
lows. 

A walking simulation was inspired by locomotion of big 
mammals. At the initial position the knees will be bend in-
somuch that the stability would be secured. First the right 
(left) front leg lifts up from the ground, i.e. the servomotor´s 
of the lumbar- and knee-joints turns. Then the right (left) 
back leg follows. Meanwhile the feet of the left (right) legs 
touch the ground, the robot body moves smoothly forward 
along with the left (right) hams. When the steps of right (left) 
legs are done, it is left (right) legs turn. It happens around 
about and the robot continuously runs forward with a mild 
pendulous movement of the body because of keeping the 
centre of gravity in its area [4]. 

 

 
Fig.7 A CAD model of the robot 

Conclusion 

Robot Wheeking 1 was designed for finding possibility of 
mentioned reconfiguration type. After the conceptual design 
a physical model (Fig.8) was made, which nowadays per-
forms only the function of a didactical tool. For its application 
in out-of-school sectors, it is necessary to realize some 
improvements like larger drives using or extend the robot by 
another helping devices. After these modifications the proto-
type will be able to move on rough terrain without problems. 
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Thanks to universality of this solution it may be a new con-
tribution in robotics [5, 6, 7, 8]. 

 

 
Fig.8 A physical model of the robot 
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Advanced Control  
of a Walking Platform 

Anton Vitko, Ladislav Jurišica, František Duchoň, Jaroslav Hanzel, Marián Kľúčik, Andrej Babinec,  
Martin Dekan and Dušan Kaštan 

Abstract 
The paper presents two important issues of robotics. The first is related to the opti-
mized control of manipulator kinematics and the second addresses a problem of the 
behaviour based and fuzzy-neural based navigation of a mobile walking platform in 
an environment cluttered with obstacles. 

Key words: walking platform, advanced control, mechatronic systems, navigation, 
learning 

 
Introduction 

Today, both the fix-based and mobile robots, being typical 
representative of mechatronic systems, have a profound 
impact on society. New ideas are generated for many appli-
cation areas that are fundamentally different from their 
predecessors, which were mainly focused on manufacturing 
and automobile industries. New application areas are e.g. 
hazardous environments (nuclear, underwater, skyscrapers) 
medicine, reconnaissance of unstructured terrains like vol-
canoes and forests, decommissioning, inspection and main-
tenance of petrochemical and power plants, space missions, 
humanitarian demining, service robots, and many others. In 
such applications the robot must be reliable, robust and self-
reliant. Although there exists a great demand for such ma-
chines, the technology is not ripe enough to deliver the 
systems that are needed.  Customers are not convinced that 
robotic solutions are viable and hence progress has been 
slow. Therefore any improvement is strongly required. 

 

The word "mechatronics" is a Janglish (Japanese-English) 
word, derived from the liaison of "mechanics" and "electron-
ics". This liaison together with an incorporation of  the 
means of artificial intelligence have significantly strengthen 
the role of mechatronics as an emerging engineering tech-
nology for the 21st century and widened  applications areas 
of mechanical systems which themselves are pushed to the 
limits of their performance. All those have created prerequi-
sites for appearance of new breed of intelligent machines, 
like smart road vehicles, haptic feedback manipulating de-
vices, and last but not least autonomously operating mobile 
machines and industrial robots. 

1. Redundant manipulator with minimized 
joint motion 

Redundant manipulators are robotic arms possessing more 
degrees of freedom (DOFs) than there are necessary for 
establishing an arbitrary position and orientation of the end 
effector. They have attracted great attention just due to their 
operational flexibility. Let us recall the general form of a 
“direct kinematic model” given by the relation (1) between 

the Cartesian velocity vector x and the joint velocity vector 
q . 

xqqJ  )(   (1) 

where J(q) stands for Jacobian  matrix. Since the dim(x) = n 
and dim (q) = m and (n m) the Jacobian matrix is a rectan-
gular (n x m) matrix. Therefore, the general solution for 
unknown vector q· may be given in the form (2) 

     q J q x I J q J q         (2)  

where  is an arbitrary vector,  and J+ is a pseudo-inverse 
matrix of J. The solution q consists of the following two 
parts 

p nq q q     (3)  

The first part pq  is a particular solution representing a mo-
tion in the linear vector subspace spanned by the “n” inde-
pendent rows of the Jacobian matrix, i.e. 

 for a given n
pq q R Jq x x        (4)  

The second part nq I J J     is a homogenous 
solution from the null space of Jacobian i.e.: 

 0n
nq q R Jq      (5)  

For any desired Cartesian velocity x  the homogenous 

velocity nq  can be chosen so as to   meet a specified per-
formance criterion )(qH . Further specification depends on 

the choice of the vector  . For reaching an extreme value 
of )(qH , it is natural to place the grad )(qH  for the vector 
 . Then (6) will take the form [3,7] 

    q J x K I J J grad H q      (6)  

The theory was verified for the performance criterion secur-
ing that the joint angles qj, j=1,2,…m will be kept close to the 
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middle of their maximum range qj,min and qj.max . This re-
quirements may be fulfilled by the choice of  H(q) in accor-
dance with (7) 

   
  

2

max min

1 max min

n
j j

j j j j j

q q
H q

q q q q




   (7)  

where jq  is the j-th joint angle, maxjq  and minjq  are 

the upper and lower limits laid on the joint angle jq  respec-

tively. Clearly, the criterion (7) goes to the infinity at the joint 
limits and drives the joint angles away from their limits to-
ward the middle of their ranges. 

The feasibility of the proposed scheme was verified by simu-
lation. A 3 DOF planar manipulator shown in Fig 1 was 
required to trace the desired straight line going from an 
arbitrary initial position to the origin. Fig.1 

 
Fig.1 The walking robotic platform  

The optimized and non optimized motions are shown in 
Fig.2 Clearly, in the non-optimized motion the first link’s 
angle q1 approaches the lower limit  00 while in the  opti-
mized case)  the angle q1 is kept symmetrically to the axis 
of the range 0-1500. 

 

 
Fig.2 Motion of the end-effector without and with opti-

mization 

2. The behavioural based robot navigation 

Search for a free and optimal robot path during navigation in 
an unknown environment cluttered with obstacles belongs to 
primordial problems of mobile robotics. Here we describe 
both the working principle and performance of an intelligent 
navigating algorithm. The robot is supposed to be equipped 
with ultrasonic range sensors providing information about 
the distance and azimuthal angle of an obstacle. The navi-
gator’s outputs represent the desired robot speed and head-
ing angle. The developed algorithm is in essence a fuzzy 
expert system able to update fuzzy membership functions 
when moving among obstacles in an unknown environment. 
Learning process runs online. After learning the robot is able 
to run quickly from the same start position to the same goal 
positions without any additional learning.   

The global behaviour of the robot is composed of blended 
elementary behaviours; namely wall following behaviour and 
striving towards the target behaviour, both  described by an 
appropriate set of fuzzy rules. The blending process is con-
trolled by a set of metarules through the inhibition or excita-
tion of partial behaviours. For instance the global behaviour 
of the robot when finding itself in a U-shaped obstacles is 
shown in fig3  is controlled by metarules of the form: 

IF (number-of- loops is great) THEN (weight-of-managing-
deadlock-behaviour is great) 

An advantage of the fuzzy subsumtion architecture is that 
the transit from the one behaviour to another is smooth. The 
navigation subsumes the wandering and wall-following be-
haviours. Due to this, the navigation algorithm is clearly 
more structured and the contribution of particular behaviours 
can be easily evaluated. Besides, the number of rules is 
much smaller then in the traditional monolithic structure. 
Situation is demonstrated in Fig.3. In the first figure it is 
clearly seen a loop shaped as the number “8” along which 
the robot wanders. The wandering would be endless without 
intervenes of the fuzzy meta-rule, which weakens the 
strength of the rules governing the obstacle avoidance if the 
wandering lasts too long. Due to this the robot starts to 
follow the wall in the opposite target direction. These allow 
leaving the deadlock and finally reach the target 

0 20 40 60 80 100 120
-20

0

20

40

60

80

100

120

140

160

180

 

0 20 40 60 80 100 120
-20

0

20

40

60

80

100

120

140

160

180

 
Fig.3 Robot motion navigated by blending of the wander 

and wall-following behaviours 
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In the Fig. 4 the process of navigation goes on in the same 
way though the number “8” shaped path isn’t so clear, what 
is caused by a slightly shifted target location. 
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Fig.4 Demonstration of the inability to escape from a 

deadlock without blending behaviours 

Fig.4 demonstrates that the same set of rules if not struc-
tured into subsumption architecture is unable to drive the 
robot from the U-shaped obstacle. That is because the 
strengths of all rules remain unchanged. 

3. The fuzzy-neural based robot navigation 

To keep the motion smooth and free of sharp turnings and 
transversal swings parameters of fuzzy rules are updated 
on-line. It is done periodically in two steps for each period. 
Within the first step the tuning of the parameters of the rec-
tangular membership functions (MFs) takes place. To this 
end, the fuzzy rules are converted into a feed forward neural 
network and updated by back propagation. In the second 
step an additional fine tuning of MFs is added. In particular, 
normally straight walls of rectangular MFs are deformed into 
appropriate irregular shapes.  

The cost function has been chosen to keep the actual turn-
ing radius “r” close to the desired one “rd” so as to protect 
the robot from possible overthrowing due to a high speed 
when moving along a too bended path. The cost function E 
given below and illustrated in Fig.5 is minimized during the 
run of back propagation algorithm. 

 
Fig.5 The geometry behind the cost function 

 

 
Fig.6 The neural network 

The cost function E is was chosen as follows 

2
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accarrrE dd   (8) 

The cost function was minimized with respect to the pa-
rameter “α” – the turning angle. The neural network used for 
learning navigation is shown in Fig. 6. Input and output 
neurons represent premise and consequent MFs respec-
tively while fuzzy composition runs in hidden neurons,. 

The net has three inputs: Obstacle- the azimuthal angle to 
the obstacle, Distance – the distance to the obstacle and 
Target - the azimuthal angle to the target. Outputs are: An-
gle- the direction of the nearest robot movement and Step- 
the size of the step the robot should perform next. The 
learning process is demonstrated in Fig 7a,b,c. The robot 
was required to move from the origin to the target denoted 
by a cross 
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Fig.7 Stages of the learning process 

The Fig.7a shows navigation without learning. The robot 
motion is full of transversal swings caused by repulsive 
force of the obstacle and attractive force of target. The 
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Fig.7b shows the motion after first stage learning within 
which only parameters of MFs were updated. Clearly, the 
motion is much smoother, free of intensive swinging. Finally, 
the Fig.7c depicts motion after second stage learning, within 
which the walls of MFs were modified. The robot motion is 
totally free of the swing and robot quickly and smoothly 
moves toward the target. 

Both the simulation and real experiments indicate that the 
chosen navigation philosophy is feasible. Besides fulfilling 
the primary requirement, namely to imbue the robot with 
learning abilities, the robot can quickly follow the learned  
path  without being jeopardized by overthrowing caused by 
too high speed movement along sharp turnings. 
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Global metric map for mobile       
robotics  

Martin Dekan,  František Duchoň, Anton Vitko  

Abstract  
In this paper two modification of environment mapping algorithms based on local 
map processing are proposed and tested. The first one is polygonal approximation 
of obstacles and second one is line approximation of obstacles.  In the paper are 
described algorithms for local map processing and algorithms for map building itself. 
The proposed methods are tested in simulations 

Keywords: global map, local map, image processing, ultrasonic range finder, ob-
stacle representation  

 
Introduction 
 

Creating a global map  in the field of mobile robotics is 
closely associated with the path planning, localization and  
environment mapping for other purposes. Currently, topo-
logical maps and metric maps are mainly used to represent 
the environment. The article in the following section deals 
with metric maps. 

 

Representing a global map should satisfy these criteria 

1. The accuracy of the map has to match the accuracy 
which is needed to perform the task of the mobile robot. 

 2. The accuracy of maps and kept features of the environ-
ment has to correspond with accuracy and features which is 
mobile robot capable of capturing with its sensors 

 3. The complexity of the map directly affects on the compu-
tational complexity in mapping, navigation and localization 
of mobile robot. 

There are three groups of metric maps 
  Road maps [2] 
  Grid maps [2] 
  Continuous maps [2] 

1. Type of the metric map 

Global map is based on local map and sensors proposed in 
[1]. Local map is represented as occupancy grid with a fixed 
size of 10x10cm and used sensors are ultrasonic[4] and 
infrared range finders. 

Because of the principle of storing information in this local 
map would  be not appropriate to use such environment 
representation, which seeks to store information about the 
constraints exactly.  

For our solution, we proposed a modification of Polygonal 
representation of the environment. It is a continuous repre-
sentation of the environment which substitutes obstacles 
with their polygonal approximation. This representation has 
the advantage over other representations  in memory con-
sumption, because complex real objects are in memory 

represented by a small number of data. Special case of this 
representation is a Line representation, where the edges of 
obstacles are approximated by a finite number of lines. [2] 

 

 
Fig. 1. Continuous representation of the environment[2]  

 

Disadvantage of polygonal and hence the line representa-
tion is possible  loss of narrow passages due to the approx-
imation of the data which are used to create maps. 

  In the next section the following two modifications are 
shown. 
  Polygonal approximation  
  Line approximation  

2. Local map preprocessing 

Before the local map can be used to create the map of the 
environment, the data in the local map have to be modified.  
Because the local map is represented by a matrix, the data 
preprocessing is analogues   to image preprocessing.  

 

The first step to the local map preprocessing is smoothing 
filter. Purpose of such operation is to eliminate low value in 
the matrix in the high values surroundings and high values 
in the low. This type of noise arises in the local map be-
cause of rounding data or because of blind spots between 
the sensors. [3][7] For this operation we use median filter. 

The next step in local map preprocessing is thresholding. 
Thresholding is a function that modifies the data by rule: 
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thresholdcifB
thresholdcifA

cf )(       (1) 

 

where c is the input value, f (c) the resulting value is thre-
shold value, A and B are new values for the input value c 
above and below the threshold. In our case, the value A = 0, 
B = 1, where a value of 1 represents that the place is occu-
pied f and value of 0 represents the free space. [3] 

3. Edge detector 

As for the edge detector, Canny identified three criteria for 
optimal edge detector, which must be met:[3][6] 
 Detection criterion = detector must not forget an impor-

tant edge and for one edge there must be only one re-
sponse. 

 Localization criterion = difference between actual and 
found edge should be minimal. 

  One response criterion. 

 

Canny detector uses a two-dimensional convolution with a 
Gaussian derivative in gradient direction. The output of the 
Canny detector is the size and direction of edges. [3] 
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The G in the formula above is the two-dimensional Gaus-
sian. Gn is the first derivative of the gradient G and n is the 
direction of the gradient : 
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The edge is at the point where the function Gn f * reaches a 
local maximum, and the second derivative is zero. 

0*2
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 fG
n   (4) 

As for the edge strength the following applies: 

)*(* fGfGn 
  (5) 

4. Hough transformation 

 

Hough transformation is used to identify incomplete or dam-
aged objects such as line, circle and ellipse in the image. 
Usually, the Hough transformation is applied to image after 
image processing, edge detector. 

The simplest case of the Hough transformation is the detec-
tion of lines. The idea of transformation is an expression of 
the line y = mx + b by not using the image points x and y, 
but with parameters m and b.[3][5] 

For computing purposes, instead of using m and b parame-
ters Θ r are used [3] 

The r represents the distance from the start of grid system 
and Θ the angle between the perpendicular to the line y = 
mx + b passing through the beginning of grid axes. 

 

  The line will then be expressed as 

)
sin
()

sin
cos(


 rxy   (6) 

Where Rr ),,0[   or 0),2,0[  r  

 

In the space (r, Θ), thus representing all of you True Sine 
Wave line passing through point (x, y). 

 
Fig. 2 Principle of hough transformation 

 

After applying the Hough transformation to all the points we 
get the space in which a place with large number of inter-
sections represent the parameters (r, Θ) of lines identified in 
the image. 

5. Map of the environment using Polygonal 
approximation 

Map of the environment is created according to the local 
maps by identifying polygons that represent obstacles in the 
environment. 

Due to the corruption of data by impulse noise the median 
filter is applied. The thresholds function with the threshold 
0.5 is used in the occupancy grid. On the adjusted data 
Canny edge detector and Hough transform are applied. 

 

Fig. 3. Local map 
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Fig.4. Polygonal approximation of local map. 

The figures(Fig. 3.and Fig 4.) shows local map, its filtered 
and thresholded modification and polygonal approximation 
of the obstacles.  

As it is shown in the figure, the obstacle that we have con-
structed in this way is actually a circuit of objects created 
according to the local maps. 

Global map of the environment will be made from the data 
sub-environment maps. 

Analogous to the formation of partial maps, map will be 
created as a circuit of an object that was made from sub-
maps. (Fig. 5) 

 

Fig.5. Creating a global map (right) of sub-maps (left) 

 

Fig.6. Comparison of the global map with the actual   
environment 

As shown in Figure(Fig. 6), such a global map is very inac-
curate. This uncertainty mainly results from the size of local 
map that we use to produce maps of the environment. Thus 
such generated map cannot be considered sufficiently accu-
rate, because use of such map could cause the loss of the 
narrow passages between the two barriers. To eliminate this 
disadvantage we adjust the size of local map, which is taken 
to map generation, proportional to the shortest measured 
distance.   

Min distance>1,3 m  size of local map=+-3 m 

0,75< Min distance <1,3 m size of local map =+-2,2m 

0,3< Min distance <0,75 m size of local map =+-1,2 m 

Min distance <0,3 m size of local map =+-0,6m 

 

Fig.7. Map of the environment 
The result is shown on the (fig.7). As can be seen, the area 
in the surroundings of mobile robot trajectory remains very 
similar, but   more distant object are represented with fewer 
polygons. With this approach obstacles are included in the 
map only if they are sufficiently mapped. 

6. Map of the environment created by Line 
approximation 

This method of map building is based on the previous me-
thod, but the algorithm takes only those edges that are di-
rectly visible from the robot position into account and thus 
directly measured distances. 

 

Fig.8. Illustration of the taken edges (red) in local map 
 

The results are show on (fig.9). 

 

Fig.9. Map of the environment using line approximation 

 

As can be seen in the figure, this method creates map which 
corresponds with the environment significantly better, but 
further improvements are needed. Based on the assumption 
of diffuse reflections when ranging with ultrasonic sensors, 
we can claim that the measured distance reflects real dis-
tance of the obstacle. Using the principle explained in the 
figure, we can reduce the number and length of the lines 
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Fig.10.The principle of removing unnecessary parts of 
the processed data 

 

 

Fig.11 the resulting map created using the line approx-
imation method. 

The result of such modification is shown on the (fig.11). As 
can be seen, this modification generates the most accurate 
map of the proposed methods. 

 

7. Conclusion 

We have developed a mobile robot environment mapping 
algorithm based on continuous representation of the envi-
ronment. In this paper two modification of this algorithm 
were presented.The first one is polygonal approximation 
which is computational less expensive and the second is 
line approximation which describes better the environment.  
Results of the test indicate the usefulness of such algorithm. 
This article describes results of mapping by ultrasonic sen-
sors, but it is possible to use this algorithm using better 
sensors such as laser rangefinders. 
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Dynamic obstacle avoidance in mo-
bile robotics 

Ladislav Jurišica, František Duchoň, Martin Dekan 

Abstract  
This paper briefly describes two methods, which can navigate robot in the environ-
ment with moving obstacles. Basically it is not hard to avoid moving obstacle, but it 
is more important to detect these dynamic obstacles. In paper are presented avoid-
ance methods only. First method deals with obstacle, which has detectable position 
and velocity. Second method is well-known potential field method enhanced by 
velocity of the obstacles and the velocity of goal.  

Key words: moving obstacle, velocity obstacle method, potential field method 

 
Introduction 

Mobile robots exist in our world. Most of the navigational 
functions of mobile robots consider only static obstacles. But 
in real world, there are a lot of moving obstacles. They 
should be classified in three categories: 

 Obstacles greatly slower than the robot.  

 Obstacles of which speed is approximately equal to 
the speed of robot.  

 Obstacles greatly faster than the robot.  

Obstacles involved in the first group are too slow and they 
can be considered as static. Obstacles included in the third 
group are too fast and even if robot can register them with 
his sensors, robot often fails to avoid them.  Methods of 
dynamical obstacles avoidance settle with the second 
groups of obstacles. 

There are many solutions how to avoid dynamic obstacle: 

1. Its ignore, assuming that proposed navigational 
function can avoid such obstacle. 

2. Addition of the time dimension into navigational 
function, assuming known trajectories of the ob-
stacles.  

3. Decomposition to two navigational functions. First 
function is a classic navigational function among 
static obstacles. Second function is looking for the 
set of velocities, which can lead to dynamic ob-
stacles avoidance. Second function is proposed on 
basis of paths from first function.  

4. Extension of navigational function by the velocities 
of dynamic obstacles (e.g. addition of another re-
pulsive force into the method of artificial potential 
field).  

Most difficult task for all of the solutions is how to detect 
dynamic obstacle. Despite of limited sensorial equipment, 
there are some methods able to estimate direction and 
speed of the dynamic obstacle [6].  

1. Velocity obstacle method [1] [2] 

This method uses two sets of velocities. First set represents 
the velocities that lead to collision with moving obstacle on 
basis of its position and movement. Second set involves the 
velocities that enable avoiding the collision. It is clear that 
velocity obstacle method works with coordinate system 
defined on the velocities. Consequently, geometrical shape 
of the obstacles must be transformed into this system. The 
principle of collision avoidance  consists in the heuristic 
searching of maneuver tree (translational and rotational 
velocity).  

Let the robot is marked as A  and obstacle is marked as 
B . Couple of objects A  and B  is transformed into confi-

guration system of the robot, so robot A  becomes Â  and 

obstacle becomes B̂  (Fig. 1). Because of secure obstacle 

avoidance obstacle B̂  is enlarged by the radius of the ro-
bot. Each object has own velocity vector with beginning in 
the centre of gravity. These vectors are defined in given 
coordinate system. Assuming that both objects will keep 
their velocity, collision will happen in some time 01 tt  , if 

line BA,  coming out from relative velocity BAv ,  intersects 

obstacle B̂ . Thus there exists cone in velocity coordinate 
system (Fig. 1), which defines collision between two objects 
(so-called collision cone): 

 0ˆ| ,,,  BvCC BABABA  , (1) 

where BAv ,  is relative velocity of Â  in respect of B̂  and 

BA,  is perpendicular coming out from BAv , in the direction 

of B̂ . Obstacle B̂  is bounded by forward f  and reverse 

r  relative velocity. Any relative velocity BAv ,  contained in 

collision cone BACC ,  leads to collision between robot and 

obstacle. Usually commands for robots does not uses rela-



70ATP Journal PLUS  1/2011Service and mobile robotics

tive velocity between robot and obstacle. For this reason, 
collision cone is shifted by velocity Bv : 

BBA vCCVO  , ,  (2) 

where   is Minkowski's summary operator of vectors (i.e. 
     dbcadcba  ,,, . 

 

Fig.1 Relative velocity BAv ,  and collision cone. [2] 

This shifted cone (Fig. 2) is representing obstacle with ve-
locity. With this shifted collision cone there are three sets of 
robot velocities: 

1. Velocities inside the shifted cone are leading to col-
lision. 

2. Velocities on boundaries of shifted cone are lead-
ing to gentle touch.  

3. Velocities outside the shifted cone are leading to 
avoidance.  

 
Fig.2 Velocity obstacle principle: a) Robot A  with dy-

namic obstacle B . b) Relative velocity BAv ,   with 

collision cone BACC , . c) Obstacle with velocity - 
shifted collision cone. [1] 

For avoiding the multiple dynamic obstacles (Fig. 3) it is 
needed to combine collision cones into the one: 

i
m
i VOVO 1 ,  (3) 

where m  is number of obstacles.  

 

Fig.3 Collision cones and obstacles with velocities 1B̂  

and 2B̂ . [2] 

Velocities generated by velocity obstacle method guarantee 
collision free movement of the robot independently of ex-
pected time of collision between robot and obstacle. For this 
reason, velocities that can lead to collision in long period are 
not excluded. However these situations can be solved when 
robot is near the collision with obstacles in terms of velocity 
obstacle method.  

Velocity obstacle method also involves dynamic restrictions 
from robot. This is done by definition of the set of reachable 
velocities rV . In terms of velocity obstacle method this set 
must be reduced to velocities which are leading to obstacle 
avoidance. Set rV contains three not overlaying subsets 

fS , rS  and dS . fS  are foreran velocities, rS   are re-

versing velocities and dS  are deflecting velocities (Fig. 4).  

 
Fig.4 Set of reachable velocities and its subsets. [2] 
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Minimally o.3  foreran, reversing and deflecting velocities 

exist for robot A  and o  dynamic obstacles  oi ,...,1:  
(Fig. 5).  

 
Fig.5 Set of reachable velocities and its subsets with 

two dynamic obstacles. [2] 

 

Generally the biggest problem is to how to differentiate 
moving obstacle from the static one. One acceptable solu-
tion is to use two laser rangefinders. From their data can be 
derived which obstacle is moving and which not.  

2. Artificial potential field and moving ob-
stacles [1] [3] 

This method has three basic assumptions: 

1. Shape, position p  and velocity v  of the robot are 
known.  

2. Position of goal cielp  and velocity of goal cielv  are 

known, whereby holds maxvvciel  . 

3. Obstacles are convex polygons those shape, posi-
tions iprekp ,   and velocities iprekv ,   oi ,...,1:  

are known and measurable; o  is number of the 
obstacles.  

Standard potential field method defines attractive and repul-
sive forces on basis of robot's and goal's position. However 
artificial potential field dealing with moving obstacles in-
cludes also velocities of the obstacles and velocity of the 
goal. New attractive potential is defined: 

  n
cielv

m
cielpprit vvppvpU  ..,  ,  (4) 

where ppciel   is Euclidean distance between goal and 

robot, vvciel   is magnitude of relative velocity between 

goal and robot, p  and v  are scalar positive parameters, 

m  and n  are positive constants. Attractive potential is null 
only when distance and relative velocity between robot and 
goal are null.  

With new attractive potential defined is related new attrac-
tive force: 

       vpUvpUvpUvpF pritvpritppritprit ,,,,   

 (5) 

where: 

   

   
v

vpU
vpU

p
vpU

vpU

prit
pritv

prit
pritp











,
,

,
,

.  (6) 

It is clear, that potential  vpU prit ,  is not different in re-

gard to p , if cielpp   and 10  m . Potential 

 vpU prit ,  is also not different in regard to v , if cielvv   

and 10  n . If cielpp   and cielvv  , from equations 
(4) and (5) can be derived: 

     vFpFvpF pritpritprit 21,  ,  (7) 

where: 

 
  VRC

n
cielvprit

RC
m

cielpprit

nvvnvF

nppmpF

..

..
1

2

1
1












, (8) 

where RCn  is a base vector heading from the robot to the 

goal and VRCn  is a base vector denoting the direction of 
relative velocity of the goal in regard to the robot (Fig. 6).  

 
Fig.6 Definition of  attractive force in two-dimensional 

space. [3] 

Attractive force consists of two components.  pFprit1  

pushes robot towards the goal and reduces the distance 
between the robot and the goal.  vFprit2  forces robot to 

move as fast as the goal. For 1m  and 1n , if robot 

reaches the goal,  pFprit1  is null, and if robot is moving 

as fast as the goal,  vFprit2  is null. This means that if 

robot reaches the goal and its velocity is equal to velocity of 
the goal,  vpFprit ,  is null. Therefore robot caught up the 

goal and it has the same velocity as the goal.  

New repulsive force is defined on basis of the distance to 
the nearest obstacle and on basis of its velocity. Application 
of new repulsive force requires convex shape of the ob-
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stacles and spot representation of the robot. Function for 
repulsive force can be enhanced by dimensions and shape 
of the robot. Relative velocity between robot and obstacle in 
the direction from robot is defined: 

  RP
T

prekRP nvvv . , (9) 

where RPn  is a base vector heading from robot to the ob-

stacle. If 0RPv , then robot is moving outwards the ob-

stacle. If 0RPv , then robot is moving towards the ob-
stacle and robot must avoid it. Let the smallest distance 
between robot and obstacle is denoted as  prekn pp, . 

Let the maximal deceleration of the robot is denoted as 

maxa , then distance, which robot passes before RPv  will be 
equal to zero: 

 
max

2

.2 a
vv RP

RPm  .                                                      (10) 

New repulsive potential is defined: 
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                                                                                         (11) 

where odpU  is repulsive potential generated by obstacle, 

0  is positive constant describing influence of the distance 
to obstacle and   is positive constant. If 

   RPmprekn vpp  , , repulsive potential is not de-

fined, because there is no solution how to avoid the ob-
stacle. If robot is far away from obstacle, 

     0,   RPmprekn vpp , movement of the robot 

is not influenced by the obstacle. If robot reaches the area 
of obstacle,    RPmprekn vpp  , , repulsive potential 

rises to the infinity. With increasing of the relative velocity 

RPv  repulsive potential is also increased.  

New repulsive force is defined: 

       vpUvpUvpUvpF odpvodppodpodp ,,,,   

                                                                                         (12) 

Relative velocity of the robot in regard to the obstacle is 
defined: 

     
pp

ppvv
nvvv
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.
. . (13) 

Gradients of relative velocity of the robot are defined: 

  prekRPRP
prek

RPp

RPRPv

vvnv
pp

v

nv







1 ,          (14) 

where RPRPnv  is element of the velocity prekvv   in direc-

tion from robot to the obstacle.  

Let  RPRP nv  is perpendicular element to RPRPnv : 

RPRPprekRPRP nvvvnv  ,                                (15) 

where: 

1.

22
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.                                      (16) 

Equation (14) can be transferred: 
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1 .                                (17) 

Relations between mentioned vectors can be seen on Fig. 
7.  

 
Fig.7 Relations between vectors used in definition of 

repulsive potential. [3] 

Repulsive force  (Fig. 8) generated by the obstacle is de-
fined: 
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where: 
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                                                                                         (19) 

1odpF  pushes robot away from the obstacle and 2odpF  is 

control force within obstacle avoidance and its direction is in 

 RPRP nv . In real applications dimensions of the robot 
must be considered. Let the diameter of the robot is denoted 

as *
rob  and *

robrob    is security zone around the 
robot. Then repulsive potential is defined: 
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Fig.8 Repulsive force and its elements. [3] 

rob  represents security zone around the robot, but it can 
also represent uncertainty in sensors measurements. Gen-
erally rob  is higher when robot has inaccurate sensors or 
large security zone is needed within navigation. On the 
contrary rob  is lower when robot has accurate sensors as 
laser rangefinder or when gentle touches between robot and 
obstacles are permitted.  

Resulting force effecting on robot is: 

odpprit FFF  . 

If there are more obstacles, then: 





o

i
iodpodp FF

1
, ,  

where o  is number of the obstacles and iodpF ,  is repulsive 

force generated by obstacle number i . 
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Programming of mobile robot with 
RoboRealm 

Ladislav Jurišica, František Duchoň, Juraj Tóth 

Abstract  
Research, development and education in the mobile robotics requires verification of 
properties of different systems and verification of various control algorithms. It is 
useful if these activities can be performed effectively, with minimal costs and with 
minimal time. In this paper are analyzed possibilities of the programming system 
RoboRealm, which simplifies several tasks in research, development and education 
of the mobile robots.  

Key words: mobile robot, robot programming, computer vision  

 
Introduction 

Mobile robotics as realm of robotics requires solution of 
many tasks. It is proper that some tasks can be verified as 
simulation, without large costs and in short time. For that, 
verification in area of programming of simple tasks in mobile 
robotics, RoboRealm seems as proper programming sys-
tem.  

1. Programming system 

RoboRealm is application used for control of mobile robot 
systems, which mainly uses algorithms of computer vision. 
By simple clicking a program can be made up. With this 
simple programming, robot can obtain an "ability to see", 
ability to recognize objects etc., whereby result is shown in 
pseudo-real time. RoboRealm contains over 240 of pro-
gramming modules. In addition rich documentation and 
many examples are situated on the website of RoboRealm 
[DOC].   

 
Fig.1 GUI of RoboRealm.  

RoboRealm has quite simple GUI (Fig. 1). Left window con-
tains every available module. Modules are logically sepa-
rated into bigger thematic groups, so limpidity and simplicity 
is guaranteed. In the middle part, there is an output of the 
camera. In the lower part modules can be added into pro-

gramming sequence. This is the part, where the main pro-
gram is formulated.  

For the programming a system of pipes is used. This system 
is sorted out from UNIX. In other words, output of one mod-
ule is the input of next module. Program consists of se-
quences created from filters, scripts, transformations etc. 
Programs are saved in *.robo format, which is just an XML 
file.  

Support of several cameras as Linksys, Creative, firewire 
cameras, etc. is directly supported in RoboRealm. Recently 
was added support for Microsoft Kinect. Among supported 
robots, commercially robots as Surveyor, Rovio, Spykee, 
Lego NXT, BoeBot etc. are available. At this place the pos-
sibilities of RoboRealm are not closed. RoboRealm can 
work even with different types of servos, motors, gadgets 
etc. (e.g. Striker USB Missile Launcher, see [DEV] for 
more).  

RoboRealm provides different conventional modules such 
as edge detection, color adjustment, morphology, transfor-
mations, number of objects, size detection, orientation de-
tection, arithmetic operations etc. As more sophisticated 
modules, object detection, bar code detection, wall, ground 
and sky retrieval, GPS module, movement detection, etc. 
should be mentioned.  

Every object created in RoboRealm is accessible in the 
programming system. They can be internally processed by 
scripting languages as Visual Basic, Python and picoC. If a 
communication with other application is needed, Robo-
Realm provides an API server, where communication by 
sockets and XML messages is ensured. This is solved by 
API interface in the source code of application, which can be 
downloaded from web page of RoboRealm [API]. Down-
loaded file contains this API processed in several program-
ming languages as C++, Python, Lisp, Java, etc.  

Simple example of communication between application and 
RoboRealm for reading variable cogX can be showed: 

1. In source code application reads the value: 

 String cogX = rr.getVariable("COG_X"); 
2. A request is send to RoboRealm: 

 <request>  
         <get_variable>COG_X</get_variable>  
 </request>  
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3. RoboRealm will send an answer: 
 <response>  
   <COG_X>10</COG_X>  
       </response>  

4. To the string cogX value of COG_X is saved, which 
is actually equal to 10.  

 

Minimal requirements of RoboRealm on hardware are: 

 Memory - 64 MB 

 HDD - 100MB (installation has over 8 MB) 

 Graphic card of True color type - 1024x768 px 

 Keyboard, mouse 

 Webcam with VFW or DirectX support - resolution 
320x240 px, 30fps, USB1.0 

 CPU with 2 GHz or more 

 OS Windows 98 or newer (works with Windows 7 
too) 

RoboRealm doesn't support other OS such as Linux, be-
cause RoboRealm is dependent on library Video for Win-
dows.  

2. Applications 

One of the solved tasks in mobile robotics is in advance 
known landmarks searching [KÖNIG]. This task can be 
solved in RoboRealm too. Main part of the solution is mod-
ule Matching → Fiducials. At first it is needed to train this 
module onto landmarks identification. Fig. 2 shows default 
landmarks used with RoboRealm. Own landmarks can be 
used too.  

 
Fig.2 Package of default landmarks used in RoboRealm. 

Movement of autonomous robot on color line is shown on 
other simple example. Spykee [SPYKEE] robot was used or 
more precisely the module Controls → Robots → Erec-
tor_Spykee. This robot contains simple color camera with 
resolution 320x240 px, differentially driven conveyor chassis 
and communication module based on Wi-Fi.  

 
Fig.3 Basic view on the scene.  

Fig. 3 shows basic view on the scene. Besides the blue line, 
on which robot has to move, there are also three other lines 
with different colors. These lines must be filtered out. There-
fore at the beginning of the image processing, filter Colors 
→ RGB_Filter is applied (Fig. 4). With appropriate parame-
ters, this filter passes blue color only. The module of this 
filter works on principle of normalization, or more precisely if 
the blue color is selected, then for particular color channels 
stand: 

    GBRBBGR  ,0,0  

 
Fig.4 Application of RGB_Filter.  

From the original image, only blue color line remains, but 
there is also noise from the surroundings. Assumption, that 
blue color line will occupy the biggest area in the image is 
used. Therefore for the noise removal [KONIAR] module 
Blobs → Blob_Size is used. In our case, parameter Limit to 
was set at a value of 1. With this step it is achieved, that 
only one area with blue color remains. This area defines 
sought line.  
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Fig.5 Application of Blob_Size and Point Location.  

Finally the coordinates of centre of the lowest blue line must 
be acquired. This can be done with module Point Features 
→ Point Location, in which Lowest (Middle) is selected. With 
that parameter module returns two coordinates LOW-
EST_MIDDLE_X and LOWEST_MIDDLE_Y (range de-
pends on used camera).  

Behavior of the robot itself can be defined with module Ex-
tensions → VBScript_Program (for Visual Basic). For com-
plex operation of the Spykee robot, in module Erec-
tor_Spykee variables LEFT_MOTOR and RIGHT_MOTOR 
must be set up (with range 0-255, value 128 stands for 
stop).  

 
Fig.6 Definition of robot's behavior.   

 
Fig.7 Setting of variables in module Erector_Spykee.  

After initialization of program, robot begins to turn around its 
own axis. After a blue color line is found, robot begins to 
follow this line. If coordinate lowestMiddleX is far away from 
the middle of image, robot stops and turns so that this coor-
dinate will be in the middle of image. In so far that appropri-
ate control intervention on both motors is performed. If robot 
reaches end of the line, it will turn around its own axis again 
until it will find the blue color line. 

Conclusion 

Programming environment RoboRealm simply and effective-
ly provides verification of methods used in computer vision. 
And moreover, with RoboRealm can be verified control 
algorithms of mobile robotic systems too. Accordingly Ro-
boRealm can be used as powerful tool in mobile robotics 
research and education.  
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Ultrasonic mapmaking system 

Jaroslav Hanzel, Ladislav Jurišica, Marian Kľúčik, Anton Vitko 

Abstract 
The problem of building a map of an unknown environment by mobile robot's control 
system is considered. The sensory system is equipped with an ultrasonic range 
finder used to sense the working environment. A grid-based representation of the 
operating space is computed. The goal is determination of occupied and empty 
areas in environment. In order to obtain the more abstract environment representa-
tion, the occupancy grid is processed to a hybrid representation consisted of metric 
and topological part. This hybrid map is suitable for robot navigation in the broad 
environments. 

Keywords: ultrasonic rangefinder, occupancy grid, mathematical morphology, hyb-
rid map 

 
Introduction 

Fully autonomous performance of given tasks by mobile 
robots is the main goal of recent investigation in the field of 
mobile robotics [1], [5]. The interest is focused on the prob-
lem of generating a working environment representation for 
the navigation tasks. The robot motion over a trajectory is 
considered. At the same time the robot collects data from its 
sensory system. The most common sensors [1], such as 
sonars and laser-scanners, detect the distance to an ob-
stacle within range of the sensor by sending out a signal 
and measuring the time until the echo of the signal returns. 
In the majority of occasions the signal will bounce against 
the nearest obstacle in the direction of the sensor and there-
fore the measured distance will be the distance to the nea-
rest obstacle. Certainly, there are some reasons for measu-
rement failures, and thus the measured distance is generally 
erroneous. The acquired distance can be used by many 
ways. One of them is the creation of the environment repre-
sentation, which is in principle a map of the environment. 

1. Environment representations 

The actual research in the mobile robotics produced two 
fundamental approaches for environment modelling: the 
metric and the topological paradigm. These two concepts 
are essentially different at the qualitative as well as quantita-
tive levels. Metric approaches are characterized by relatively 
large amount of rather accurate data about the spatial struc-
ture of the environment. The amount of the data is strongly 
dependent on the dimensions of the modelled environment 
and therefore these methods are especially suitable for the 
construction of smaller local maps with higher accuracy. On 
the other hand the topological approaches express the 
spatial structure of the environment by more abstract form. 
This feature allows an effective representation of wide-range 
environment and is applicable for global maps of the envi-
ronment. 

The metric maps represent spatial structure of the environ-
ment by basic geometric elements. These elements can be 
in principle rigid or adaptive. A typical example of environ-
ment representations by rigid geometric elements are in 
robotics widely used occupancy grids, first introduced by 
Moravec and Elfes, [10], [2]. The occupancy grids represent 
the environment by its discretization into the regular tessel-
lation. The basic elements of a grid are called cells. The 

cells represent the properties of the environment by numeri-
cal values. The advantage of the occupancy grids is relati-
vely accurate model of the environment. The disadvantage 
is mainly the amount of data processed and needed for 
accurate model of larger environment.  

The second class of modelling methods is based on topolo-
gical properties of a given environment. These approaches 
abstract some essential attributes of the environment and 
determine significant relations between them [6], [7], [8], [9]. 
The environment is mostly modelled by graphs. The edges 
in the graph reflect space or functional relation between 
nodes. The nodes correspond to distinct situations, loca-
tions or landmarks. If a direct path exists between nodes, 
these are connected with edges in the graph. The main 
advantage of topological representation is its compactness 
and the applicability for fast path planning. The main disad-
vantage of topological representation is relatively small 
amount of information about nearest neighbourhood of the 
robot. 

2. Sensory device 

Nowadays, the ultrasonic range finders (sonars) are widely 
used for measuring relative distances in many technical 
domains [1]. They have a very broad possibility of exploita-
tion due to their simplicity of operation, low cost and modest 
realisation. In mobile robotics the sonars are used for mea-
suring distances to the obstacles in the robot neighbourho-
od. The ultrasonic range finders work according to a simple 
principle: a packet of ultrasonic waves is generated and the 
resulting echo is detected. The time elapsed between a 
transmission and a reception is assumed to be proportional 
to the distance of the sensed obstacle. Thereafter it will be 
referred to as Polaroid ultrasonic ranging system widely 
used in mobile robotics [11]. 

In the process of determination of an object presence and 
its relative distance with the ultrasonic sensors, there are 
basically three main sources of measurement uncertainty. 
First, the measured distance r is affected by an error. In the 
case of the Polaroid range finder which can detect distances 
from 0.15 to 10.7 m, the error of measurement is about +/- 
1% of the measured distance over the entire range [11]. 
This uncertainty is caused by the characteristics of air such 
as its temperature, humidity, turbulence and pressure [14]. 
The second uncertainty results from the propagation of the 
ultrasonic signal to the space in the form of a cone with an 
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axis in the scanning direction. So the exact angular position 
of the object reflecting the echo might not be determined. 
The angle of radiation can be in fact fairly wide. For practical 
purposes a diffusion of ultrasonic waves over a radiation 
cone of 25° width is considered. The third source of uncerta-
inty is a phenomenon of multiple reflections, which may 
occur in the case that the incidence angle of signal to the 
obstacle is larger than a so-called critical angle which is 
strongly dependent on the surface characteristics. In this 
case the reflection of the signal is mainly specular and the 
sensor may receive the ultrasonic signal after multiple ref-
lections, which is called a long reading, or it may even di-
sappear. Therefore, in order to return a significant range 
reading, the angle of incidence on the object surface has to 
be smaller than the critical angle. 

3. Occupancy grids 

The occupancy grids provide an effective framework for the 
data fusion from multiple sensors and sensing positions. 
When a reading from a sensor is taken, the sensor model is 
overlaid on the grid, and each cell is updated. Occupancy 
grids are mostly used for 2-D representation of the floor plan 
of a scene. Each cell of the grid represents some area and 
contains information about the space that it represents. 

A two-dimensional environment U is discretized into a bit-
map structure of finite number of square elements with size 
of edge  called cells. The set U can be formally written as 
U = {c1, ... , cM} for j = 1, … , M. A set of range readings R = 
{r1, ... , rn}, collected at known locations L = {l1, ..., lk} is as-
sumed. In principle, the task for a map generating system is 
to process the range data in order to determine, which cells 
are (even partially) occupied by obstacles, and which are 
(completely) empty. In this manner, the set U is divided into 
the set of empty cells E and the set of occupied cells O. It is 
possible due to the presence of uncertainty to provide only 
an estimate, of which cells belong to the set E and which 
ones belong to the set O. A compact way to represent this 
estimate is through navigation map N, in which to each cell 
cj from U a real number v(cj)0, 1 is assigned, which 
incorporates the information about cj gathered from R. The 
interpretation as well as the computation of N depends on 
the particular method chosen for managing uncertainty. The 
higher values in the navigation map N denote the higher 
probability that the given cell is occupied.  

Methods that make use of Bayesian estimation are the most 
common data fusion methods in occupancy grid creation [2], 
[10]. With this approach each cell cj of the grid stores the 
probability of being occupied by the obstacle in the form of a 
state variable s(cj). The goal is the computation of that pro-
bability on the basis of measurements R. The cell states are 
exclusive and exhaustive and satisfy the condition  

P[s(cj) = O] + P[s(cj) = E] = 1         (1) 

for all cells from U.  

The sequential updating formulation of Bayes’ theorem 
allows the incremental composition of sensory information. 
For a current estimate P(s(cj) = O|r1, …, rn-1)of the state of a 
cell cj based on the observations R = {r1, ..., rn-1}, and a new 
observation rn, the improved estimate is given by 
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and X{E,O}. P(s(cj) = X|r1, …, rn-1) is the estimate of the 
cell state on the basis of measurements r1, …, rn-1 and 
p(r|s(cj) = X) is determined from the sensor model. For the 
initial cell state the probability estimates are used with the 

maximum entropy P(s(cj) = E) = P(s(cj) = O) = 0.5 [2]. With 
these initial values the state of the cell is set to “unknown”. 
The navigation map N is obtained assigning v(cj) = P(s(cj) = 
O|r1, …, rn). 

4. Experimental data acquisition 

The experimental data gathering was performed with a 
movable platform equipped with the Polaroid sensor device 
on the top. The experimental environment was a long hall-
way with the length about 20 m and width approximately 1.8 
m. The sensor device was able to rotate in full, to an angle 
of 360°. The measuring locations were evenly distributed 
with an interval of 0.5 m to obtain a good coverage of the 
environment. Along the hallway 39 measuring locations 
were placed. At each location a data set composed of the 
400 measurements was collected by the sensor rotation 
with a fixed step 0.9. The universal set U for the hallway 
had 300100 cells of the size  = 0.1m. The values of the 
parameters were pO = 0.6, v = 1.2 m and r = 0.15 m. 

 
Fig.1 Resultant navigational map. 

The algorithms were implemented in C language on PC 
equipped with 2500 MHz Athlon processor running under 
Linux. The resultant navigation map is depicted as grey 
scale images in the Fig. 1. The colour in the image indicates 
the level of confidence in the proposition, that the corres-
ponded environment area is occupied with the obstacles. 
The lighter areas v(cj)  0 represent the empty cells and the 
darker areas where v(cj)  1 represent occupied cells. The 
boundaries of the walls are represented with the white lines. 
The measuring locations are depicted as small crosses. The 
grey background colour represents entire ignorance about 
the state of the cells in the map. 

5. Hybrid maps based on methods of mat-
hematical morphology 

The ideal representation should be able to support the hig-
her level tasks such as strategic planning or situation esti-
mation as well as the lower level tasks such as obstacle 
avoidance, localization or path planning. That property is 
possible to gain with combination of appropriate features of 
the metric and the topological representations into one re-
presentation, which is sometimes called a hybrid map [13]. 
The hybrid maps represent information about the space in 
two different levels of abstraction, in the geometric and the 
topological level. These maps consist essentially of the local 
metric maps connected into the topological net. By the navi-
gation in the environment the robot uses topological map for 
planning the sequencies of sectors across which it must 
move to reach the target. Metric map is used for navigation 
inside the sectors and for transition between them. The 
construction of such representation is not a simple task. It 
can be divided to two basic tasks. The first is the collection 
of the measurements with appropriate data processing to 
the local metric map. The second is extraction of useful 
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features from local map and their combination in the topolo-
gical map.  

The input data set for the hybrid map construction method is 
the navigation map N, which is the output of the methods for 
metric map construction. It has the form of a matrix of real 
numbers from interval . The levels of grey scale can 
be assigned to the values in the grid and though the map 
can be treated like a grey scale image. In this manner it is 
possible to employ the image processing methods in deve-
lopment of the solution. One interesting and effective class 
of image manipulation techniques are methods based on 
mathematical morphology.  

The term “morphological analysis“ describes a range of non-
linear image processing techniques that deal with the shape 
or morphology of features in an image. Most morphological 
analysis techniques operate on binary images. The morpho-
logical operations use a small shape or template known as a 
structuring element (SE). The structuring element is positio-
ned at all possible locations in the image and is compared to 
the corresponding neighbourhood of pixels. The structuring 
element applied to a binary image can be represented as a 
small matrix of pixels, each with a value of 1 or 0. The di-
mensions of the matrix determine the size of the SE, and its 
shape is determined by the pattern of ones and zeros. The 
structuring element has an origin, which allows the positio-
ning of the SE at a given pixel. The simplest morphological 
operations are erosion and dilation [4]. These operations 
form the basic ingredients of mathematical morphology. 
Morphological operators discard information. In general, it is 
not possible to recover the original image after dilation or 
erosion. If one erodes an image X with a structuring element 
A and subsequently dilates it with the same SE, one ends 
up with an image which is smaller than the original one. 
Such combined operation is called the (structural) opening 
by A. Dually, first dilating, then eroding, yields a set which is 
larger than X. The operator is called the (structural) closing 
of X by A. These are the basic operators utilized by the 
mathematical morphology, although there is a huge set of 
other more complicated operators.  

6. Map computation 

The input data set is the grey scale image of experimental 
environment. The size of the image is equal to the size of 
the occupancy grid. Thus one pixel in the image with coor-
dinates (x, y) corresponds to one cell in the grid with same 
coordinates. Likewise the grey-scale values f(x, y) of the 
image function in the input image correspond to the values 
stored in the grid of the form of the navigation map N. The 
background colour in the image is shade of grey assigned to 
initial conditions of probabilistic mapmaking algorithm 
(P(s(cj) = E) = P(s(cj) = O) = 0.5 in map N, and f(x, y) = 128 
in the 8 bit grey scale image). The occupied cells are depic-
ted with darker and empty cells with brighter shades of grey 
as the unknown cells. 

There is a need to divide the pixels in the image to three 
sets: the set of the occupied cells denoted as OCC, the set 
of empty cells denoted as EMP, and the set of unknown 
cells UNK. Altogether the separation of the cells consists of 
finding out the two threshold values of grey levels. These 
thresholds divide the values of image scale from <0, 255> to 
three intervals defining the assignment of the pixels into the 
sets OCC, EMP and UNK. The effective source of the in-
formation needed for this task is a histogram of the image. 
After this manner there are acquired three binary images 
representing the sets OCC, UNK and EMP, in which the 
value of 1 represent membership of given cell to the set and 
0 is background colour.  

Determination of the object boundaries which hold the met-
ric information about occupied space is now necessary. 
Before the processing of data, it is necessary somehow 
accommodate the image to minimize division of object bo-
undaries. It can be accomplished by morphologic operator 
of closing. The boundaries of the objects in the map can be 
obtained by computation of object contours in the image. 
The contours can be computed by application of erosion 
operator at image and by subtraction of eroded image from 
original image, and the set of object boundaries is obtained. 
In the following computations the set of cells representing 
the skeletons of the objects is needed due to their useful 
features. The skeletons can be computed by sequential 
thinning with sequence of operators L of Golay alphabet [4].  

The desired metric information in hybrid map is the visible 
part of object boundaries. Therefore determination of cells of 
object boundary which were really detected by sensor is 
needed. The fact that the visible boundary of any object 
occurs at the transition between empty and occupied space 
is employed. For determination of this transition, the set 
EMP is repeatedly dilated under following condition. The 
image pixel is going to belong to dilated image if it is not 
member of set of object skeletons. This condition allows to 
pixels from set EMP to reach after few iterations the skele-
tons of objects and to determine the visible side of the ob-
jects. The skeletons are lines in image with thickness of 1 
pixel, and this feature allows us to define the ending condi-
tion for the iterations. The empty space is dilated until all 
visible objects of the measured range are reached, and this 
maximal empty area is stored. Then the visible boundaries 
are computed like conjunction of dilated empty space and 
set of object boundaries. The metrical part of hybrid repre-
sentation is computed by this manner and it is visible in the 
Fig.2.  

 
Fig. 2 The final metric representation of the measured 
environment. 

The topological part is computed from the empty cells which 
absolutely fill the space between the objects defined by their 
boundaries. The first step is the repeated erosion of dilated 
empty set until nonzero conjunction with the boundary set is 
there. Then this eroded empty set is once again conditional-
ly dilated (with condition defined by boundary set) conditio-
nally till it reaches the maximal empty area stored before. 
Now whole reachable empty space between the object 
boundaries is defined by this set. From this set the skeleton 
is extracted, which can be used directly as the topological 
representation of empty space. The topological part of hyb-
rid map is depicted in Fig. 3. The skeleton of empty space 
composes of  a set of 1 pixel-thick lines, which approximate-
ly follow the mean outlines of the empty space. The cros-
sings of the lines of the skeleton can be interpreted as the 
nodes in the topological graph of the environment and the 
edges of graph are the lines of the skeleton. 
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Fig. 3 The final topological representation of the measu-
red environment. 

Conclusion 

The methodology for construction of hybrid representation of 
the operating environment for mobile robots is proposed. 
The sensing of space is done by ultrasonic range finder. 
The measured data can be processed by well-known algo-
rithms for occupancy grids creation based on the theory of 
probability. The visible boundaries of the measured objects 
in the form of line segments are extracted from the occu-
pancy grid and they are stored as the metrical representa-
tion of the environment. Then a set of reachable empty cells 
is extracted and its skeleton is stored as the topological 
representation of the environment. In this manner, the requi-
rements of the minimal storage demands and maximal in-
formational content of the hybrid representation are accom-
plished. These two complementary parts of a hybrid map 
allow to robot's control system successfully accomplish the 
given tasks. The obtained results give the good starting 
point for the future research. 
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